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SIMULATION AND MODELLING
MODULE -1

Concept of a system

A system is defined as an aggregation omalkge of objects joined in some
regular interaction or interdependence .Systames of two types :-
e Static System
* Dynamic System

In static systemsthere are no changes over time where alyimamic systems
the interactions cause changes over time.

Example 1

An aircraft system

»| Gyroscope »| Control surface .| Airframe

Desiredheading

®o L A4

Actual heading

An aircraft under autopﬂ(_)t control ]

Consider an aircraft flying under the control of aatopilot. A gyroscope in the
autopilot detects the difference between the adtealling and discard heading .It sends a
signal to move the control surfaces. In respongbdaontrol surface movement the airframe
steer towards the desired heading to the desirgtthdé&on.

Example 2
A factory system

Customer order | Production control department

Raw material / Y l \

—>| Purchasing |_,| Fabrication |—,| Assembly »| Shipping
departmer departmer departmer departmer
Finishing product l

Consider a factory that make assembles partspoo@duct. Two major components of
the factory system are the fabrication departméat makes the part & the assembly
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department that produces the product. A purchadegartment maintains & a shipping
department dispatches the finished product. A prtda control department receives order
& assigns work to the other department.

Components of a system

Three basic components are:-

» Entity
e Attributes
* Activities

Entity: - It is used to denote an object of interest gystem.
Attribute: - It denotes a property of an entity.

Activity :-Any process that causes changes in the systeatlésl as an
activity.

Example:-

In the factory system the entities are the departmerders, parts and
products.Attributes are such factors as the questibr each order, type of part or number of
machines in a department.The activities are theufaaturing process of the departments.

State of the system

It is used to mean a description of all the esditattributes and activities as they exist
at one point of time.
Progress:-The progress of the system is studied by the syBibawing a change in the state
of the system.

System Environment

A system is often affected by changes occurringidatthe system. Such changes
occurring outside the system are said to occuhénstystem environment. An important step
in modelling system is to decide upon the boundatyeen the system and its environment.

The termendogenous is used to describe activities occurring withia gystem.
Example: sports, cultural functions in a university system

The termexogenous is used to describe the activities in the envirentmthat affect the
system.
Example: strikes in a university system.
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Based on these activities a system may be cledsésopen or closed system. A
system for which there is no exogenous activitgasl to be alosed system. A system that
has exogenous activities is called a®pensystem.

Deterministic vs.Stochastic Activities

Depending on the manner on which they can be itbestcactivities can be classified
as deterministic or stochastic.

Deterministic

An activity is said to be deterministic where tbetcome of an activity can be
described completely in term of its input,
Example: AND, OR, NOT operations.

Stochastic

An activity is said to be stochastic where theee§ of the activity vary randomly
over various possible outcomes.
Example: Throwing a dice or tossing a coin.

Continuous vs. Discrete system

Continuous system

Systems in which the changes are predominantlyodmare called continuous
system.
Example:

The movement of the aircraft occurs smoothly soraft system is a continuous
system.

Discrete system

Systems in which the changes are predominantigodishuous are called discrete
system.
Example:

Changes in the factory occur discontinuously stofy system is a discrete system.

Sampled data system
There are also systems that are intrinsically omotis but information about them is only
available at discrete points of time. These arkedabmpled data system.
Example:
Examination system
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System modelling
The model is defined as the body of informationwla system gathered for the purpose of
studying the system. The tasks of deriving a systeodel are divided into two subtasks.
They are

1. Establishing the model structure

2. Supplying the data

Establishing the model structure

It determines the system boundary and identifiesetfitities, attributes and activities
of the system.

Supplying the data

The data provides the values that the attributesheeve and define the
relationships involved in the activities.

Types of models

MODELS
PHYSICAL MATHEMATICAL
STATIC DYNAMIC STATIC DYNAMIC
NUMERICAL ANALYTICAL NUMERICAL

4
SYSTEM
SIMULATION

Models are broadly classified into physical modelsnathematical models.
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Physical models:

Physical models are based on some analogy betwebrsgstems as mechanical and
electrical or electrical or hydraulic. Here thetsys attributes are represented by such
measurements as voltage or the position of a shiadtsystem activities are reflected in the
physical laws that derive the models.

Mathematical models:

The mathematical model use symbolic notations aathematical equations to
represent a system. The system attributes aresespesl by variables and the activities that
represented by mathematical functions that intateghe variables.

A second distinction is between static models anehchic models. Static models can
only show the values that system attributes takerg/the system is in balanced. Dynamic
models follow the changes over time that resulinfgystem activities.

In case of mathematical model the third distinct®a technique by which the model
is solved that is actual values are assigned tesyattributes.

A distinction is made between analytical and nuoammethod. Applying analytical
technigues means using the deductive reasoningtifematical theory to solve a model.

Example: linear differential method

Numerical methods involve applying computationalgedure to solve equations.
Any assignment of numerical values that uses madkieah tables involves numerical
methods.

System Simulation:

It is considered to be a numerical technique usedonjunction with dynamic models.
Models are of two types:

* Deterministic
* Stochastic

Static physical models:

They are used in ship buildings, deciphering of DMAlecules, Wind Tunnels and Water
Tanks in the course of designing air craft or shipey are also used for solving equations
with particular boundary condition. Example: Saaledels.
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Dynamic Physical models:

They rely upon an analogy between the system bstidjed and some other system
of a different nature.

R S

E(t)

M (Mechanical System)
T f(t)
NV NVVVW
R L

{Electrical System)

q —_—

C /'\

Extension and contraction and shock absorber thabrbs the damping force
proportional to the velocity of the mass. The motod the system can be represented by the
following differential equation.

= M + Dx + kx = KF (t)

. _dx _ displacement

=X : = velocity
dt time
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2
> %= % = Rate of change of velocity = Acceleration

Where, M = Mass
D = Damping factor of shock absorber
K = Stiffness constant of spring
x = Displacement of mass
F (t) = Applied force

The 2%figure represents an electrical circuit with @sesice “R” and inductance “L”
and capacitance “C” connected in series with aagaltsource that varies in time according to
the function E (t). Let “q” be the charge on th@aatance. This system can be represented
by the following equation-

Lj+ Ry +2=E2

c

=q =24 - Rate of change of charge = Current
dt

2
= :ZTZ = Rate of change of current = Voltage

Where, L = Inductance
R = Resistance
g = Charge on Capacitance
C = Capacitance
E (t) = Function on voltage source that varie$iine

By comparing two equation of mechanical system eladtrical system which are
similar to each other given below.
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MECHANICAL SYSTEM

ELECTRICAL SYSTEM

Mass (M)

Inductance (L)

Damping Factor (D)

Resistance (R)

Spring Constant (K)

Capacitance (1/C)

Force F(t) Applied Voltage E(t)
Displacement (x) Charge (q)

Velocity (x) Current §)
Acceleration §) Voltage )

Both the systems are analogues of each other angdtiormance of either can be
studied with the other. It is similar to modify thedectrical system than to change the
mechanical system. Example: Two credit what efeeahange in the shock absorber will
have on the performance of the car. It will onlge&sary to change value of resistance in the

electrical circuit and observe the effect on theg wee voltage varies.

Static Mathematical Models:

A static model gives the relationship between tysesn attributes when the system is in
equilibrium. Example: In marketing a commodity #és a balance between the supply and
demand for the commodity. Both factor depend upocep The demand for a commodity

will be low when the price is high and it will ireaise as the price drops.
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PRICE —»

@ Equillibrium Point

QUANTITY >

Demand (Q) Supply (S)
Q=a-bp
S=c+dp
S = Q (Equilibrium)
Q = Demand
P = Price
S = Supply
a, b, c, d are constants.
ctdp=a-bp((b+p)d=a-c

s

(Equilibrium price where demand = supply)

Dynamic Mathematical Model:

It allows the changes of system attributes to bevelé as a function of time. This derivation
may be made with analytical solution or with a nuoa computation depending upon the
complexity of the model.

M# + Dx + kx = KF (1)

This an equation of a wheel suspension of a vehicle
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Principles used in modelling:

The guiding principle of modelling are:

Block Building
Relevance
Accuracy
Aggregation

Block Building:

coop

The description of the system should be organineadseries of block. The aim is to simplify
the specification of the interaction with in a €8t Each block describes a part of the system
that depends upon the few input variables and teegufew output variables. The system as a
whole can be described in terms of interconnecti@mtween the blocks and can be
represented graphically as a simple block diagxample: The description of a factory is
an example of a block diagram where each departhenbeen treated as a separate block
where the inputs and outputs being the work pasetdepartment to department.

Relevance:

The model should only include those aspects ofsyflstem that are relevant to the study of
the objective. A relevant information should belaged because it increases the complexity
of the model and causes more work in solving thdeho

Accuracy:

The accuracy of the information gathered for thelehghould be considered.

Aggregation:

It is the extent to which the number of individealtities can be grouped together into larger
entities. In some studies it may be necessaryretoact artificial entities through the process
of aggregation. Example: An economic or social igsidusually treats a population as a
number of social classes and conduct the studg@ssocial class as a distinct entity.
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Population

Students Government Business Private Jobs Home
Jobs Makers

Application Areas of Simulation:

Simulation is an experimental technique. It isst fand experimental method of doing
an experiment under computer. There is no speuaifitying theory of computer simulation
and no principle guiding the formulation of simudat model. Simulation may be applied for
system, there is difficult to predict like whether public jam where the system itself is
complex or the theory is not sufficiently regul& imulation provides an alternative that is
cheap and fast and fills the gap between exacysisand physical intuition.

Simulation in Science and Engineering Research:

Earlier most experiments were carried out physyaalthe laboratories. Millions
were spent on physical models like network anabysiircraft flight, Simulators and
expensive experiments.

Today a majority of experiments are simulated sinaulator. Computer experiments are
faster cheaper, easier and provide better insidetie system than laboratory experiments.

Simulation in Soft science:

Simulation plays vital role in biology, sociologyné economics, medicines etc.,
where experimenting could be very expensive dangeoo even impossible.

In field such as Biology and economics, the prolsleane large involving thousands of
variables and are complicated due to uncertainty.

Simulation for Business executive:

There are many problems faced by management tinabtde solved by standard
operations research tools like linear and dynamagm@amming inventory and queuing. So a
business executive has to make a decision bestsomthition and experiment. But with
computer simulation he can make better and meaulidgtisions. Simulation is widely used
for inventory control, facility planning, producticccheduling etc.
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System Simulation:

It is defined as the technique of solving probldijghe observations of performance
over time of a dynamic model of system. This défmi includes the use of dynamic physical
models where the results are derived from physicadsurements rather than numerical
computations.

Monte Carlo Technique of Simulation:

A y

f(Xo)

v

a Xob X
Figure - The Monte Carlo Method

The Monte Carlo method is a numerical computatiomethod which consists of
experimental sampling with random number.

For example, the integral of a single variable osegiven range corresponds to
finding the area under the graph representing timetion. Suppose the function §]xis
positive and has lower and upper bound a and kecéisply and the function is bounded
above by the value c. The graph of the functiothen contained within a rectangle with
sides of length (b-c) and c. If we are pick poiatsrandom within the rectangle and
determined whether they lie beneath the curve dr ihds apparent that, providing the
distribution of selected points is uniformly sprea¢er the rectangle, the fraction of points
falling on or below the curve should be approxirhatie ratio of the area under the curve to
the area of the rectangle.

If ‘N’ points are used and ‘n’ of them fall undéretcurve, then approximately

_ b fx)dx
niN= [ o=

> [? f(x)dx=nIN * c(b-a)

The accuracy improves as the number N increasesn\Wins decided that sufficient points
have been taken, the value of integral is estimbyeahultiplying n with N by the area of
rectangle i.e.)c(b-a).

Computational Technique:-

For each point, a value of ‘X’ is selected at randmetween a and b, say A second
random selection is made between 0 and c to giv Y. is <=f(xp), the point is accepted
in the count ‘n’, otherwise it is rejected and tiext point is picked. This method often
based on integral of many variables by using asandumber for each of the variables.
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Monte Carlo application are sometimes classifete&ing simulation. Simulation and

Monte Carlo method are both numerical computatiteainique but the difference is that
simulation applies to dynamic model whereas MonteGachnique applied to static

model.

Comparison of Simulation and Analytical Method:

The main drawback of simulation is:

It gives specific solution rather than general 8otu

For example, in the study of automobiles wheelmaytical solution gives all the
condition that can cause oscillation. But each eten of a simulation only tells
whether a particular set of condition did or did cause oscillation. To try to find
all such condition required that the simulatiorrégeated under many different
condition.

The step by step nature of the simulation technigaans that the amount of
computation increases very rapidly as the amoudetdil increases. Coupled with
the need to make many runs, the simulation modeltren extensive amount of
computing.

Many simulation runs may be needed to find a maxinamd yet leave undecided
the question of whether it is a local or global maxm.

Drawback of Analytical Technique:

The range of problem that can be solve mathembBtisalimited.

Mathematical technique requires that the modepeessed in some particular
format. For example, in the form of linear algebraguation and continuous linear
differential equation.

There are many simple limitation on a system sscphgsical stock, finite time
delays or non-linear forces which makes a solutdéhematical model insoluble.
But simulation removes this limitation.
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Numerical Computation Technique for Continuous Modés:-

To illustrate the general numerical technique iofudation based on a continuous
model, consider the following example. A buildeselves that theate at which he can sell
houses depends directly upon the number of familles do not yet have a house. As the
number of people without houses diminishes, the aatwhich he sells house drops. Hdte
the potential number of households, gelthe number of families with houses. The situmatio
is represented in Fig. 1.

Potential market

OrOwxxmw<cCc2z2

x = air conditioners

t, TIME

Figure 1. Sale of houses and air conditioners

The horizontal line atl is the total market for houses. The curve fordigates how
the number of houses sold increases with time.sldyee of the curve (i.e., the rate at whych
increases) decreasestasy gets less. This reflects the slowdown of salebasrtarket
becomes saturated. Mathematically, the trend caxpressed by the equation

y =ki(H-y), y=0att=0

Consider now a manufacturer of central air condirs designed for houses. His rate
of sales depends upon the number of houses bitd. gimplicity, it is assumed that all
houses will install an air conditioner.) As withuse sales, the rate of sales diminishes as the
unfilled market diminishes.
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Let s be the number of installed air conditioners. Thiea unfilled market is the
difference between the number of houses and thébeuof installed air conditioners. The
sales trend may be expressed mathematically bgghation

X =ko(y-x), x=0 att=0

The change of with time is also illustrated in Fig. 2. The twquation constitute a mode of
the growth of air conditioner sales. Because o$itgplicity, it is in fact possible to solve the
method analytically. However, it quickly becomesaluble if it is expanded to become more
representative of actual marketing conditions. ket limit, for example, may not be
stable. It could grow with population growth or dtuate with economic conditions. The
coefficients that determine the rates of growthl@éde influences by the amount of money
spent on advertising, and there could be competitiluences, such as mobile homes or
apartment housing. These influences could also riepgon the population growth or
prevailing economic condition, and so further coogik the model.

The simple model, however, will serve to illustrahe general methods applied in
suppose that the computation is made at uniforervats of time and that the calculation has

Potential marlcet

v = houses

NUMHER SOLD \

At

|

x = ar
conditioners

t, TIME

Figure 2. Calculations for air-conditioner sales model

already progressed to the time/ihen the two variables of the problem have theasjiand
s. Figure 2 shows the next step in the calculation.
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The calculation steps forward an interwdlto t.; = ti+ At. The rates of sales are
assumed to be constant over the interval. The redesbe interpreted as the amount of
change per unit time. That is,

Ayi

rate of change of = -

Ayi

rate of change of = -

From the equations of the model, these may beenritt
Ay, = ki (H-y:) At
AX; = kz(H-Xi) At

Sincey; and x; are known, it is a simple matter to get the valoky and x at timet;.
However, it will be noticed that the equation fof must be solved first to get the valueypf
needed in the equation faf. In preparation for the solution of a continuoystem model,
therefore, there must be a careful sorting of tieagons to establish a workable order.

Repetition of the calculation using the new valoéy and x produces the output at
the end of the next interval. As illustrated in .Bighe calculation is equivalent to calculation
the slope at each point and projecting a shorigstrdine at that slope. The simulation output
is a series of such line segments, approximatiagtintinuous curve that represents the true
output of the model.

The method described is a very simple way ofgratng differential equations
numerically, but it is not a very accurate methaaess small steps are used, compared with
the rate at which the variables change. There trer onuch more accurate, and often more
efficient, ways of integrating numerically which dwmt rely simply upon the last-known
value of the variables. Rather, they use seveslipus values to predict the rate at which the
variables are changing. (Special methods are wsedpiply initial values to start the process.)
In addition, the computation interval is often ad@d in size to match the rate at which the
variables are changing.

There are many programming systems availableitizarporate continuous system
simulation languages. They usually include a nunobeomputational methods for the user’s
selection.
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NCT for Discrete Models -

Document Start Work Finish | Cumulative Break
. . Pendin
No. Time(Tw) Time(Tc) | Flag(Y/N) J
Time(Ts) Time(Tf)
Jobs(N)
1 0 45 45 45 N 57
2 45 16 61 61 Y 56
3 66 5 71 5 N 55
4 71 29 100 34 N 54
5 100 33 133 67 Y 53
6 138 25 163 25 N 52
7 163 21 184 46 N 51

NOTE :-Tf =Ts+ Tw, Tc=Tc+ Tw

Consider the above example, a clerk begins his day®rks with a file of document
to be processed. The time taken to process theiesv&te works through the file beginning
each document, as soon as he finishes the presmmusxcept that he takes that 5min break if
at that time, he finishes a document is an houmore, since he begins work or he left a
break. We assume that the time to process the daadsnare given. We will keep a count of
no. of documents left for processing. This courlt e initially set to the no. of document at
the beginning of the day and we assume that nalootiment arrive during the day. The
count will be decremented for each completed jabthe work will stop when count goes to
zero.

The first column numbers the documents, the secohdnn gives the time the clerk
begins to work for a document denoted by (Ts),thel column give the time required to
work on the document called as the work time(Twg fourth column gives the time at
which the document is finished processing in timié),(the fifth column contains the
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cumulative time since work started on since thé lblmsak measured at the time each job is
completed (Tc), the sixth column contains the briéedy, this take the value ‘Y’ ,if the clerk
should take a break after tHedocument and the value ‘N’ if he should not. Thelcworks
until there are no more documents to be proces3adthe time he finishes the document
goes beyond some prescribed time limit represeritiegend of the working period. The
computation proceeds row by row and from left ghti

Progress of simulation study-

An initial state is to describe the problem to loéved in a concise manner so that
there is a clear statement of what question armegtesked and what measurements need to be
taken in order to answer those question. Basedisnptoblem definition a model must be
defined.

A possible solution is to explore to pass the maldiad can be solved analytically. The
result will help to guide the simulation technique.

When it is decided to simulate, we must plan thelstby deciding upon the major
parameters to be varied, the no. of cases to beucted and order in which runs are to be
made.

Given that, the simulation is to be on a digitampaiter and its program must be
written. The next stage is, executing a seriesunkraccording to the study plan. The main
value of the early runs in a simulation study igy&t insight in to general behaviour of the
system and to know which parameters are importantttie system. This may lead to
reassessment of the model then results are vedfiddf found reasonable, simulation stops.

Given that, the simulation is to be on a digitampaiter and its program must be
written. The next stage is, executing a seriesunkraccording to the study plan. The main
value of the early runs in a simulation study igy&t insight in to general behaviour of the
system and to know which parameters are importanttie system. This may lead to
reassessment of the model then results are vedfiddf found reasonable, simulation stops.
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PROGRESS OF SIMULATIONSTUDY
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An initial state to describe the problem to be edlin a concise manner so that there
is a clear statement of what questions to be agkddvhat measurements needed to be taken
answer these questions.

* Based on these problem definition a problem musidimes

* A possible part explore the cost of a model that loa solved analytically the results
in guiding the simulation study.

* When it is decided to simulate we must plan thelystay deciding upon the measure
parameter to be varied the number of cases to béucted and the order in which
runs at to be made.

* Given that the simulation is to be on a digital poter a program must be written.
The next stage is executing runs to be study plans.

* The main value of the early runs in a simulatiardgtis to get inside into the general
behaviour of the system and to know which Parareetey important for the system.

* This may lead to re-assessment of the model, wisunits are verified and it found

reasonable the simulation will be stopped.

Continuous System Simulation

“A Continuous system is one in which the predomiraantivities of the system cause
smooth changes in the attributes of the systeniesiti

When a system is modelled mathezabhyithe variable of the model
representation the attributes are controlled byinoous system. In Continuous system the
relationship describes rates at which attributesigks, so changes that the model consists of
differentiation equation.

For Example wheel suspension system of an Autorobil
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Syl

T f(0)

(DIAGRAM WHEEL SUSPENSION SYSTEM OF AN AUTOMOBILE)

This system represents the suspension of an aut@mwabeel when the automobile
body is assured to be immobile in a vertical dicect The figure represents a mass ‘M’
which is subject to an applied force F(t) varyingghwtime. A spring whose force is
proportional to its extension or contraction gin®n'K’ and a shock absorber which exerts a
damping force ‘D’ proportional to velocity of theass.

If we pick a point of the wheel as a reference plyom which to measure the vertical
displacement of the wheel, the variable ‘X’ reprgésehe displacement of the point taking ‘x’
to be positive for an upward movement. The velocitthe wheel in the vertical direction is
the rate of change of displacement which is firSecential.

J.C_dx
dt

The acceleration of wheel in the vertical directisrthe rate of change of velocity
2
which is second differential ii@;%, for mass ‘M’ and applied force KF (t).The equatiof

motion in the absence of any other forces should be

= Ol T T e —— (1)

But the shock absorber exerts a resisting foraedapends on the velocity of wheel.
This force is represented Bx,where ‘D’ is the measure of viscosity of the shock
absorber. The spring also exerts a resisting farceh depends on the extend to
which it has been compressed, represented by Whgre ‘K’ is a constant defining a
stiffness of the spring. Since both these forcgmep the motion of wheel they are to
be subtracted from the applied force to given feiig equation.

KF (t)-Dx-Kx= M%

VE e (A L L ¢ G — ~(2)
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CSMPIII PROGRAM OF WHEEL SUSPENSION SYSTEM OF AN AU TOMOBILE

TITLE AUTOMOBILE SUSPENSION SYSTEM

*

PARAM D=(5.656,16.968,39.582,56.56)
"

CONST M=2.0, F=1.0, K=400.0
X2DOT=(1.0/M)*(K*F-D*XDOT-K*X)
XDOT=INTGRL (0.0, X2DOT)

X= INTGRL (0.0, XDOT)

"

TIMERDELT =0.005, FINTIM =1.5, PREDEL =0.05, OUTDE#0.05
PRINT X, XDOT ,X2DOT

PRTPLT X

LABEL DISPLACEMT VERSUS TIME
END

STOP
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DIAGRAM FOR CSMPIII PROGRAM OF WHEEL SUSPENSION

SYSTEM OF AN AUTOMOBILE

Integrator Sign Inverter

Summer Changer

N

Integrator

Continuous System Simulation Language (CSSL)

Sign Inverter

They use statement type of input for digital congpaind allow a problem to program

directly from an equation of mathematical model.
CSMP I

It consists of three types of statement,

1. Structural Statement
2. Data Statement
3. Control Statement

Structural Statement

It defines the model; it consists of FORTAN likatement and functional blocks.

Data Statement

They assign numerical value to parameters, canttrand initial conditions.

Control Statement

They specify option’s in assembly an executiothefprogram & the choice of

output.

Example:

X = 6Y/W+ (Z-2)
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Structural statement, X = (6.0*Y)/W+ (Z-2.0) **2.0

Functional blocks

There are various functional block’s.
1. INTEGRATOR
Y=[] Xdt + Ic
Functional block=
Y=INTGRL(IC, X)
Y (0) =IC
2. LIMITOR
It is used to limit a function within some range.

Y=LIMIT (P1, P2, X)

P2

3.STEP FUNCTION

Ya

v

v

Y=P1, X<P1
Y=P2, X>P2

Y=Y=X1PI< X < P2
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Y=STEP (P)
Y=
Y=SIN(X)
Y=ABS(X)

DATA STATEMENT

INCON
It can be used to set the initial values of thegnation function.
CONST A=0.5
PARAM
It is used to specify a series of values in aipatar.
PARAM D= (0.25, 0.50, 0.75, 1.0)

CONTROL STATEMENT

TIMER
It is used to specify certain time interval.
Ex:-
TIMER DELT = 0.05 (Integration interval)
FINTIM = 1.5 (Finish time)
PRDEL = 0.1 (Interval at which to print result)
OUTDEL = 0.1 (Interval at which to print-plot)

» If printed or print-plot output is required, contstatement with the word PRINT and
PRTLT are follows by the names of variable.
* TITLE, LABLE is used to put heading on the printatd PRTLT output.

Example

Write a CSMP Il program of an automobile suspensystem.

Mx +Dx +Kx = KF(t)

Answer:-

M x =KF (t) — Dx —Kx
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X =1/M {KF (t) — Dx -Kx}
TITLE AUTOMOBILE SUSPENSION SYSTEM

*

PARAM D= (5.656, 16.968, 39.582, 56.56)

.

CONST M = 2.0, F = 1.0, K = 400.0

X2DOT = (1.0/M) * (K * F — D* XDOT — K * X)
XDOT = INTGRL (0.0, X2DOT)

X = INTGRL (0.0, XDOT)

TIMER DELT = 0.005, FINTIM = 1.5, PRDEL = 0.05, OWEL = 0.05
PRINT X, XDOT, X2DOT

PRTPLT X

LABLE DISPLACEMENT VERSUS TIME
END

STOP

WRITE A CSMP-lIl PROGRAM TO SOLVE THE EQUATION

3X+15¢+50¢+200x=10

*

3X+15¢+50x+200x=10

3X¥=10-15¢-50x-200x

X=-1/3(15¢+50x+200x-10)

CONST M=-1/3,F=1.0,K=-10
X3DOT=(1.0/-3.0)*{(15.0*X2DOT)+(50.0*XDOT)+(200.0*¥-10}

X2DOT = INTGRL (0.0, X3DOT)
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XDOT = INTGRL (0.0, X2DOT)

X =INTGRL (0.0, XDOT)

TIMER DELT = 0.005, FINTIM = 1.5, PRDEL = 0.05, ODEL = 0.05
PRINT X, XDOT, X2DOT

PRTPLT X

END

STOP

Advantages of analog simulation over digital siniola

» Higher speed of solution
» Direct access to an immediate display of the cosmraisults.
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MODULE — 2

PROBABILITY CONCEPTS IN SIMULATION

STOCHASTIC VARIABLES:

The variable which is random is called stochasticables.
Ex: Tossing of a coin

STOCHASTIC PROCESS

A stochastic process is defined as an order setnafom variables. The ordering of a
set usually being with respect to time. Stochaattivities are those activities where the
output is random. They give rise to a stochasti@be represented by a sequence of random
numbers occurring over time. These activities mayliscrete or, continuous. The stochastic
variable might represent the number of days in antmahat can take only values
{28,29,30,31} or, it might be a variable represagtiwind velocity which can vary over a
continuous range.

DISCRETE PROBABILITY FUNCTIONS

It is represented by probability mass function(PMF).If a stochastic variable can take
different valuesx; for (i=1,2,3,4,5,....... Jand the probability of the valug Being taken as
P(x) i.e.x;— P(x) ,the set of numberB(x) is said to be®MF and}!_, P(xi) = 1.

EXAMPLE 1.0
NO OF ITEMS BOUGHT BY CUSTOMERS

No. of items| No. of customers| Probabilitydistribution | Cumulative Distribution

(%)) (ni)

1 25 0.10 0.10

2 128 0.51 0.61

3 a7 0.19 0.80

4 38 0.15 0.95

5 12 0.05 1.00

N=250

A cumulative distribution function is defined as a function that gives the probability
of a random variable being less than or, equalgiven value. It can increased to a
maximum of 1.

GRAPHICAL REPRESENTATION OF PROBABILITY MASS FUNCTI ON
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CONTINUOUS PROBABILITY FUNCTION

When a variable being observed is continuous amdimied to discrete value, it can take an
infinite number of possible values. To describeséhgariables probability density function

(PDR)is defined. The probability thatx” falls in the rangexito Xsis fxxlz f(x)dx, f(x) >
0 where f(x) is a positive function.It has the property tha thtegral of probability density
function taken over all possible values is 1];% fx)dx=1

CUMULATIVE PROBABILITY FUNCTION

The cumulative distribution function for continuouariables is given by F(X)E_xoof(x)dx
.Probability of X’ falling in the rangex;to Xy is F1)—F(x2) .

EXAMPLE 2.0

Suppose we take probability density functftix) = xe ™
Cumulative distribution function = cdf = F(x) £ _ f(x)dx = [ _xe *dx

— X —
Letu=x,v=e"* So, [~ xe™*
—0

= xj;)xe‘x - J;)x (% (x)fe"%lx) dx

b
=—xe ¥ —f —e *dx
0

X
= —xe ¥ +f e *dx
0

= —xe* — [e™¥§

=—xe™*—(e™*—¢eY%
=—xe *—(e™*-1)
=—xe*—e*+1

X —X

=1—-e"

MEASURES OF PROBABILITY FUNCTIONS

— Xe

The mean value for a discrete distributiondf 6bservation is given by ni--zﬁzl x"

If the observation fall intoi* group, then the formula is fﬂ%ﬂ:mixi OR, m= Z{zl%xl-
OR, Xiy P(x) x; (F = P(x)

EXAMPLE 3.0

For the previouEXAMPLE 1.0
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M=P (L), +P (2}, +P(3pc3+P (4 )y +P(S)xs
=(0.10)1+(0.51)2+(0.19)3+(0.15)4+(0.05)2 54

The mean value for a continuous variable is givemb= ffooo xf (x)dx

STANDARD DEVIATION

STANDARD DEVIATION FOR DISCRETE VARIABLE
Standard deviation for a discrete distribution isveg by, [SzﬁZﬁzl(m—
1

xr)z] /2(ungr0uped data)For grouped dats = Y{_; P(x;)x} — m?

STANDARD DEVIATION FOR CONTINUOUS VARIABLE

Standard deviation for a continuous variable i€gifby,
S = f f(x)x*dx — m?

CO-EFFICIENT OF VARIATION

standard deviation

It is defined as the standard deviation to the medme, —— It is a more useful

measure of data dispersiagtéttered about meahSince it is expressed in relative term and
does not depend upon the scale in which the datdescribed.

Computer generation of random numbers:

There are different methods

i) Congruence methods
» Linear congruence generation (LCG)
» Additive congruence generation
» Multiplicative congruence generation
* Mixed congruence generation

i) Mid-square method

iii) Inverse transformation method

iv) Rejection method

Linear congruence generation:

It produces the sequence of integex®. .. .. between 0 and m-1 may following by
recursive relationship

Xi+1= (a%+c) mod m ,i=0,1,2,.......... m-1.
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The initial value xis called the seed. a is called as multiplier, @aited increment and m is
modulus.

» If c£0 then the form is called mixed congruential getwera
* If c=0, then the form is called multiplicative @mential generator.
» Ifa=1, then the form is called additive congrugrgenerator.

Examples:

Q1: Generate 4 digit random number by LCG with =21, a=34, c=7.
Ans: Given generating 4-digit random number i.e106800 and ¥=21, a=34, c=7.
X1= (axp+c) mod m=(34*21+7) mod 10000= 721

Ri= X3/m =721/10000=0.0721

Xo= (axg+c) mod m=(34*721+7) mod 10000=4521

R>= Xo/m =4521/10000=0.4521

X3= (ax+c) mod m=(34*4521+7) mod 10000= 3721

Rs= X3/m= 3721/10000=0.3721

X4= (axg+c) mod m=(34*3721+7) mod 10000=9311

Rs= X4/m =9311/10000=0.9311

Xs= (axg+c) mod m=(34*9311+7) mod 10000=6581

Rs= Xs/m =6581/10000=0.6581

Q2: Generate 5 random numbers using additive congential method with Xy=5, c=7,
m=64.

Ans:

Here a=1, =5, c=7, m=64

X1= (axp+c) mod m= (1*5+7) mod 64= 12
Ri= X1/m=12/64=0.1875

Xo= (axg+c) mod m=(1*12+7) mod 64=19
Ro= Xo/m= 19/64=0.2968

X3= (a%+c) mod m= (1*19+7) mod 64= 26
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Rs= X3/m= 26/64= 0.4063
X4= (axg+c) mod m= (1*26 +7) mod 64=33
R4= X4/m= 33/64= 0.5156
Xs= (axg+c) mod m= (1*33+7) mod 64= 40

Rs= Xs/m= 40/64= 0.625

Q3: Generate 5 random number using multiplicative ongruential method with Xo=63,
a=19, m=100

AnNs:

Given generating random numbers using multipli@thethod i.e. c=0 and given
X0=63,a=19 , m=100

So X1= (axt+c) mod m= (19*63+0) mod 100=97
Ri= X1/m=97/100=0.97

Xo= (axg+c) mod m=(19*63+0) mod 100=43
R,= Xo/m= 43/100=0.43

X3= (ax+c) mod m=(19*43+0) mod 100=17
Rs= X3/m=17/100=0.17

X4= (axg+c) mod m=(19*17+0) mod 100=23
R4= X4/m= 23/100=0.23

Xs= (axp+c) mod m==(19*23+0) mod 100=37

Rs= X5/m=37/100=0.37

Q4: Use the mixed congruential method to generatesequence of three 2-digit random
number with X¢=37, a=7, c=29

Ans:
Given generating 2-digit random number so m=100ginen %=37, a=7, c=29
S0 X;= (axt+c) mod m= (7*37+29) mod 100=88

Ri= X1/m=88/100=0.88
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Xo= (axg+c) mod m=(7*88+29) mod 100=45
Ro= X,/m= 45/100=0.45
X3= (ax+c) mod m=(7*45+29) mod 100=44

Rs= X3/m=44/100=0.44

MID-SQUARE METHOD

This method was proposed by Von Neumann and mdisopidhe technique starts
with an initial no. or seed. This number is squaed the middle digit of the square becomes
the random number after placement of the decimghithe middle digits are squared to
generate the second random number and so on.

Example:
Xo= 5497
(Xo)*= (5497
=3217®9
X1=2170
R;= X4/m= 2170/16= 0.2170
(X1)%= (2170% = 0470890
X,= 7089
R,= Xo/m= 0.7089
Drawbacks:

» Zeros are repeated in further numbers generated.
» |t starts degenerating for multiples of 10, 100, ......

REJECTION METHQOD :-

This method is applicable when the probability agnginction f(x) has a lower and
upper limit, its range ‘a’ and ‘b’ respectively aad upper bound ‘c’.

Compute the values of two independent uniformlyritigted variate vand .

Compute %= a+w(b-a)
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Compute ¥=cv,

If Yo <f(Xg), accept X as the desired output otherwise repeat the progiisswo new
variants.

™

Y

This method is closely related to Monte-Carlo tegha. Here the probability density
function is enclosed in a rectangle with sidesdjband ‘c’. The first 3 steps of the
method just create a random point and the lastreiepes the point to the curve of the
pdf. If the points fall on or below the curve, tha@ue ‘X' is accepted as a sample from
the desired distribution, otherwise the point jeected and the process is repeated.

As the curve is a pdf, so the area under the amyst be ‘1’ it means that the scale of the
graph must be chosen so that the area of the gtetarust be 1. i.e. (b-a)c=1

Consider a small interval of ‘X’ axig\x’ at the point %.
The probability of ‘X’ being less than or equal’Xy’ is given by the cdf

P(X < Xo) = cdf = F(X)
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The probability of "Y' falling on or below the curve to the left of gXis the ratio of the
area under that part of the curve to the rectanglesides (%-a) and ‘c’.

Since Xy’ is uniformly distributed between ‘a’ and ‘b’ th@robability that ‘X’ will be in
the range

P(a<X<Xo)= Xo-a/b-a

So c.d.f is given by :
F(Xo0)=(( fjo f(x)dx )l c(Xo-a)) x( (Xo -a)/b-a)

=F(Xo) = [ f(x).dx | c(y-a)

= (ccb—a)=1)

X0
f f(x)dx

Which demonstriitat Xo has the desired distribution.

DISADVANTAGES:

* Two uniform variants must be calculated for eaddil tpoint and since some
points are rejected more than two uniform variamesneeded for creation of each
output point.

» The correct application of the rejection methoduress that the pdf been limited
it means the function should be identically ‘0’ twla and above b.

TESTS FOR RANDOM NUMBERS

e Uniformity
* Independence

UNIFORMITY:

Frequency Test:

It uses Kolmogorov-Smirnov or the Chi-square testdmpare the distribution of the set of
numbers generated to a uniform distribution.

INDEPENDENCE:

Auto-co-relation test:
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It tests the co-relation between numbers and coesghe sample co-relation to the expected
co-relation that should be 0.
There are some more tests for independence-
1. Run test
2. Gap test
The testing for uniformity of the hypothesis are:
e Ho: Ri~U[0,1] called null hypothesis.
The null hypothesis freads that the random number distributed in betj@d ]
* HiRi»U[0,1]

Failure to reject the null hypothesis means thatence of non-uniformity has not been
detected by this test.

In test for independence the hypsithare-

* Ho:Ri~independently
* Hi:Ri~independently

KOLMOGOROQOV SMIRNOV

This test compares the continuous cxf &{ the uniform distribution with the
empirical cdf {(x) of the sample of N observation.

By definition,
F(X)=x, 0<=x<=1
If the sample from the random number generator is-
R1,R2,Rs...... Ry
Sn(n)=no. of R R,, ... Ry Which are <=x
This test is based on the statistical D=max | f&Jx) |
Step-1
Rank the data from smallest to largest. Leti@otes the smallest observation-
Ry<=Rp)<=......<=Ry)
Step-2

Compute —
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D"=max<=ien {iI/N=R ()}
D =max<=i«n {Ri-(I-1)/N}
Step-3

Compute D=max(BHD’}
Step-4

Locate in table the critical valueoDor the specified significant table’'& the given sample
size ‘N'.

Step-5

If the sample statistic (D) > the critical value,JEhe null hypothesis that the data are sample
from a uniform distribution is rejected.

If D<= D, conclude that no difference has been detected kettie true
distribution & the uniform distribution.

For each test a table of significanagi$ tested. This table is the probability of rejeg the
null hypothesis , when the null hypothesis is true.

a =p(reject H| Ho true)
The decision marker sets the valuedffor any tests frequently=0.01 or 0.05.
Ex
Suppose 5 numbers 0.44, 0.81, 0.14, 0.05, 0.93.

Test these no. of uniformity using Kolmogorov Smirov . (N=5, a=0.05)

i 1 2 3 4 5
R, 0.05 0.14 0.44 0.81 0.93
iIN 0.20 0.40 0.60 0.80 1.0
iIN-R; 0.15 0.26 0.16 _ 0.07
(-1)/N | 0.00 0.20 0.40 0.60 0.80
R-(-1)/N | 0.05 _ 0.04 0.21 0.13

Step-1
D'=0.26
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Step-2
D'=0.21

Step-3
D=max(0.26,0.21)=0.26
Step-4

a=0.05, N=5

D a=0.565

Step-5

As D<D qa, the sequence of random no. is uniformly disteluf the null hypothesis is not
rejected.

3.Run Test (Test for independence)

This test examines the arrangement of numbersagaence to test the hypothesis of
independence.

Run:
Run is defined as a succession of similar evemisgaded & followed by a different event.

HT TH HT TTHT

1 2 3 4 5 6
Total run=6

Length of run:

Length of the run is the no. of the event occuhmevent.

HTTHHTTTHT

12 2 3 11
UP RUN:

An up run is a sequence of number each of whislhigseeded by a larger number- 0.07
0.12 0.53 0.85 0.92

Down Run:

A down run is a sequence of numbers each of wisigucceeded by a smaller no.



45| Page

0.92 0.87 0.75 053 0.21 0.13

If ‘N’ is the no. of numbers in a sequence thexmam no. of runs is N-1 & minimum no.
of runs is 1.

If ‘a’is the total no. of runs in a truly randasequence the mean & variance of ‘a’ is given
by-

Mean
Ma=(2N-1)/3
Variance

0:=(16N-29)/90

=>/(16N — 29)/90

Test Statistic

Zo=(total no. of runs-mean)/standard deviation

=>(a-|)/oa

where % is normally distributed variable with mean 0 & iaauce 1.

Failure to reject hypothesis of independence ocstien -Z<=Zy,<=Z,, wherea is the label
of significance.
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Za, —Zay,

Steps

Find the sequence of runs up & runs down.

Find total no. of runs denoted by ‘a’.

Find mean & standard deviation.

Compute the test statistig Z

Compare it with the theoretical value.

If - Zo2<Zo<= Z,, then null hypothesis of independence cannot jeeted on the
basis of test and the sequence of random no. épertient. Hence it passes the runs
test.

oghkwnNE

Ex
Perform runs test on the following sequence of rarmm numbers :
0.08,0.09,0.43,0.29,0.42,0.53,0.68,0.10,0.76,0.98

0.08 0.090.430.29 0.42 0.53 0.680.100(r68

1 2 3 4 5
No. of runs a=5,N=10
Mean, p=(2N-1)/3=((2*10)-1)/3=19/3=6.33
Variances,°=(16N-29)/90=((16*10-29)/90=1.455
Standard deviation,-/1.455
Test statistic £&=(no. of runs-mean)/standard deviation
=(5-6.33)4/1.455
=-1.099
Critical value
Supposen=0.05

= o/2=0.025
= -Zy2=-1.96, Z,,=1.96

So,
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-1.96<=24<=1.96, so we cannot reject the null hypothesis@dépendence on the basis of
this test & this sequence of numbers passes tletesh

Chi-Square Test:

The test uses the sample statistics

n
y2= (0;—E)*?
0~ E:
i=1 t

Where, Q= The observed number in tHedlass
E = Expected number in th8 ¢lass
n = Number of classes

For uniform distribution Es given by,

Where, N = Number of Observation
n = classes

=> ltis generally done when0.

Q: Test the following number for uniformity by Chitsaye test.
0.15, 0.22, 0.11, 0.25, 0.09, 0.01, 0.28, 0.0173,00.03

A: Here, N=10

n=10
S0,E= = = 1
Rage | Number | © E OE | (OrE) | G5
0.00 - 0.10 1 4 1 3 9 9
0.10 - 0.20 2 3 1 2 4 4
0.20 - 0.30 3 3 1 2 7] 7]
0.30 - 0.40 4 0 1 1 1 1
0.40 - 0.50 5 0 1 1 1 1
0.50 - 0.60 6 0 1 1 1 1
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0.60-0.70 7 0 1 -1 1 1
0.70 - 0.80 8 0 1 -1 1 1
0.80-0.90 9 0 1 -1 1 1
0.90 -1.00 10 0 1 -1 1 1

n _F)2
Z (Ol El) = 24
i=1 Ei

U=n-1=10-1=9
D, =0.05

X&00s = 16.9

n Y
Here,z %z >X§then it is not a uniform distribution and the ramdoumber is rejected.
=1

i

(ans)

Generation of Stochastic Variables (Inverse Tramsébion Technigue):-

This technique can be used for any distributionitos most useful when the
cumulative distribution system (CDF) is of a formsmple that’s it inverse can be computed
easily. It consists of following steps:-

I.  Compute the CDF of the desired random variable X.
II. Set f(x)=R, on the range of X.
[ll.  Solve the equation f(x) =R for X in terms of R.
IV.  Generate uniform random numbers R1,R2.............. etcl cmpute the desired
random variates by XfX(R)  fOri=1,2,3....c.oveieiiiiiieee e,

Example:-

Given the PDF, f(x) 9 on @&x<3.Develope a random variable generation for
this distribution using Inverse Transformation Teiciue.

ANs:-

Step-1:-
CDF  f(x)3f(x) dx

x2 1, x3 x3
£ b
9 9 3 27



27

= X3=27R

= X=3/27R

= X=3VYR , xR<1

Step-4
Xie X=3VR , KR<1,i=1,2,3. . cieiiueiuinnnnn..

Exponential Distribution:-

* x>0
,x <0

-2

It is given by the PDF f(x){%"’
Where )’ is the mean no. of the occurrences peretiunit.
Step-1

x _ ,—Ax
CDF, f(x)=f_oof(t)dt={1 ‘ ";20

Step-2
Set f(x)=R
Step-3
1—e =R
=>e M=1-R
=> \x=In(1-R)

=> x=;—1 In(1-R)

Step-4
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Xi==IN(1-R) ,i=1,2,3....0.ooee.
If R=0.05
Xi:_TlInRi

In case of Uniform Distribution where range oifi0R ]

Uniform Distribution:-

Consider a random variable x,that is uniforndigtributed on the interVal, b].

» The PDF of x is given by:-

1
F(X):{E ,anSb
0

,0therwise
Step-1
0, x<a
CDF, f(xX)4;—, a<x<bh
1, x>b
_Step-2
Set f(x)=—=R
Step-3
—=R
=> x-a=R(b-a)
=> \x=In(1-R)
=> x=a + (b — a)R ,0cR<1
Step-4

Xi==a+ (b — a)R ,0cR1

Triangular Distribution:-

Let x bethe random variable with PDF given by
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x, 0<x<1
F(x):{Z—x, 1<x<?2

0, otherwise

Step-1
{ 0, x<0
x2
, X
%1—(2‘2")2, l1<x<2
k 1,x>2
Step-2
Set f(x)=R
Step-3
2 o
2

= X=v2R,0<R<1
Step-4

Xi=V2R, OfR<1, fori=1,2,3....cccceveiiinnnnnn.

Arrival Patterns & Service Times

Congestion in systems

Most systems in simulation study contain procegs@dich there is a demand for
service that causes congestion.

There are random fluctuations either in the ratarofal, the rate of service or both.

As a result, there are times when more entitiggeathan can be served at one time and
some entity must wait for service.

These entities then join a waiting line.

The combination of all entities in the system thbemg served and those waiting for
service will be called a queue.

Congestion can be described in terms of 3 mainachenistics.
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Arrival Pattern:-
It describes the statistical property of the atgva
The Service Process:-
The service process describes how the entitieseaved.
Queuing discipline:-
It describes how the next entity to be served liscsed.
The service process is described by 3 factors.
1. Service time
2. Capacity
3. Availability of Service
Service time

The Service time is the time required to servendividual entity.

Capacity

The service capacity is the no. of entities that loa solved simultaneously.

Availability of Service

The service may not be available at odd time.

For e.g.:- A machine can breakdown or be perioljicaemove from service for
inspection.

Stationary and Time Variant System:-

When the statistical properties of the arrivals theservice are independent of time,
they are said to be stationary.

When these factors vary with time the processigtsabe non-stationary or time variant.

Arrival Patterns:

They are described in terms of the inter-arrivaletidefined as the interval between
successive arrivals.
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For an arrival pattern, that has no variability thter-arrival time is a constant where the
arrival varies stochastically.
It is necessary to define the probability functadrthe inter-arrival time.
Let T,=Mean inter arrival time
A =Mean arrival rate

They are related by the equation,

We define A(t) as the arrival distribution so thag@# is the probability that an inter-
arrival time is greater than't’.

Cumulative distribution function F (t) is the prdiility that the inter-arrival time is less
than't’.

Ao(t)=1-F(t)
At t=0, F(t)=0 => A(t)=1(maximum value)

Poisson Arrival Pattern

It assumes that the time of the next arrival dgejendent of the previous arrival and the
probability of an arrival in an intervalt is proportional ‘t'.

The probability density function of the inter-aaltime is given by , f(t)xe™(t>=0).
The arrival distribution is given by,
Ao(t)=e™ , wherek=the mean no. of arrivals per unit time.
The probability of ‘n’ arrival occurring in a pedop
P(n)=t)"e™/n!
This distribution is called Poisson distributiordanhis a discrete distribution.

Exponential Distribution

The cumulative distribution of exponential distrilom is given by,
Cdf: y=1-¢"
eM=1-y
=>-At=In(1-y)
=>)=(-1/t)In(1-y)



54 |Page

As the numbers in 'y’ are uniformly distributedtime range [0, 1], so, the numbers in
(1-y) are also in the range [0,1].
So, we can change the equation,

ie. 2= (-1/t) In(y)

t=-1In(y) /1
t= (-12) In(y)
=>t=-T,In(y) (=T,

Co-efficient of Variation

Co-efficient of variation is the ratio of the stand deviation of the inter-arrival time to
the mean inter-arrival time .

i.e. T,is given by,
Co-efficient of variation=8T,
It is a dimensionless measure of the degree tohwdata are dispersed about the mean.

A co-efficient of variation means there is no vida as the co-efficient increases, the
data becomes dispersed.

Erlang Distribution

There are a class of distribution function nameerak. K. Erlang who found this
distribution to be representative of separate tioféelephone traffics.

An arrival pattern governed by this type of funosdas the probability density function
given by,

F(t)=(kW) [e™/(k-1)1]t*?
An arrival distribution is given by,
Ao(t)= € BXZ5(kAt) n/n!
Where k>0.

If k=1,then it will reduce to the standard deviatiof Erlang distribution is given
by , S=Td/k'"

And co-efficient of variation is given by,
Co-efficient of variation=8T.=(T/k")/T=1/k"*=k

Hyper-Exponential Distribution
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It defines a class of distribution that has a staddleviation greater than their mean
value.

So, they can be used to match data found who &aweeefficient of variation greater
than 1°.

They represent data low and high value occur mmeguently than in an exponential
function .

The arrival distribution is given by,
Ao(t)=S €+(1-s) €™ (0<s<=1/2)
Where S = Service time.
The variance is given by,
Variance=K
So, co-efficient of variation=#T .=vVKT I T=VK. TS T=K?

Normal Discipline

The normal probability density function is symmetbout its mean value ‘u’ and
standard deviatioroy.

If the transformation z = (X - i) is made the distribution is transformed to form in
which mean=0 and standard deviation=1.

So, in this form, probability density function (pd$ given by,
Pdf=f (t) =1/ (2r)Y%e%??

X-HU=2Z%

X=Z*c + U

Where z = Standard normal variate.

Queuing Discipline

FIFO (First-In-First-Out) Discipline

It occurs when the arriving entities assemble @ttime order in which they arrive.
Here service is offered next to the entity thatwaged longest.
e.g. Railway reservation queue.

2. LIFO (Last-In-First-Out) Discipline

It occurs when service is next offered to the gritiat arrived most recently.
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e.g. the discipline followed by passengers getitingnd out of a crowded train or
elevator.

3. Random Discipline

It means that a random choice is made betweenadtiing entities at the time service is to
be offered.

Here all waiting entities have an equal opportuhdlye been selected.

MODULE —3

Discrete Event Simulation:

Discrete system is a system in which the changediacontinuous. Each change in the state
of system is called as an event. For Example, @rawdeparture of a customer in a queue is
an event. The simulation of a discrete systemfesned to as discrete event simulation.

Applications of discrete event simulation:

» Itis used by operation research workers to stadye complex systems which
cannot be studied by analytical method.

* Ininventory control.

» Study of sea and airport.

» Steel melting stuffs.

* Telephone exchanges.

* Production line.

* Project scheduling etc.

Representation of time:

There are two different models for moving a diseigtstem through time.

» Fixed time step model or interval oriented model
* Event to event(next event ) model or event oriemiedel

Fixed time step model v/s next event model:

* In afixed time step model a timer or clock is siated by the computer.

» This clock is updated by a fixed time intervaland the system is examine to see if
any event has taken place during this time interval

» All events that place during this period are trdads if they occur simultaneously at
the tail end of this interval.

* In the next event simulation model, the computemaades time to the occurrence of
the next event. It shifts from event to event.
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* The system does not change in between only thaséspno time are kept track when
something of interest happens to the system.

Ex: To illustrate the difference between the two medulet us assume that we are
simulating the dynamics of population in a fish Ibetaring with 10 fishes. If the fixed
time step model is used with the intervak*1 day” then the fish bowl would see once
every 24 hrs and any births and deaths that ta@e@re presume to be during the last
moment of this period. But the next event modeised, then we first find out when the
next event birth and death is to be take place #iimance the clock exactly to that time.
The next event model is preferred because it does/aste any computed time is
scanning those points in time when nothing takegldhe only drawback of the next
event model is that its implementation is more clieaged than the fixed time step
model.

» Another approach to represent the passage of siroalledsignificant event
simulation.

* This method is applicable to continuous systemhictvthere are quiescent
periods. The interval between the events in anteméented approach is a
guiescent period.

» This approach assumes that simple analytical fonaan be used to protect the
span of a quiescent period.

* The significant event is one with the least span.

» Determining this event by simple comparisons offifggections allows the clock
to be updated by an extended period of time.

Generation of Arrival Patterns

Trace driven simulation:

» Here the sequence of inputs are generated frornaisms of a running system.
» Programs monitors are attached to the running sygieextract the data with little or
no disturbances of the system operation.

Bootstrapping:

Here the arrival time of the next entity is immadig calculated from the inter-arrival
time distribution.

The term bootstrapping is used to describe thisge® of making one entity create its
successor.

The method requires keeping only the arrival tirhthe next entity.

It is the most preferred method of generating atrilirough computer simulation
program.
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Simulation of Telephone System

The System has a number of Telephone connectirgg switch board by lines. A
switch has a number of links which can be usedatmnect any two lines subject to the
condition that only one connecting at a time canragle to each line. It assume that it lost

call system i.e. any cathat can be connected at time immediately it abandocall may be lost
because no link is available it is called as adadit

The object of the simulation is to processvarynumber of calls and determine what proportion
are successfully completed block or busy. The oustate of the system is that Ine-2 is conneaied t
line-5 and a line-4 is connected to line-7.Each Istreated as an entity and it's availabilitpis
attribute a table of numbers is establish whichwstie current status of each line. A zero in theta
means the line is free and where 1 means it is.busy

FROM TO LENGTH

1 7§ 20

LINES LINKS

1 aRRIVALTIME
] Maximum)| 3
In Use 7 1057
2 i
S 0
CALLS IN PROGRESS

N 1
? 1 CLOCK
6 . 1027 1 7 1075
7 1 2 5 1053
. 0

To keep track of event the number of represgrdurrently the clock time 5 1027.The
unit of time is taken to be in second. There istedf call in progress showing which line
call is connected and the time each call finisfiée. arrival of call is generated by the boot
strapping technique.

There are 2 activities causing event.

1. New calls can arrive
2. Existing calls can finish

There are 3-future events :
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e The call between lines 2 and 5 is due to finistina¢ 1053.
e The call between line 4 and 7 is due to finishraet1075.
« A new call is due to arrive at time 1057.

The simulation proceeds by exhibiting a cycle afesto simulate each event.

Steps-
1. Find the next potential event.
2. Select an activity.
3. Test if the event can be executed.
4. Change the system event.
5. Gather statistics.

The simulation will be run until a given numberaaills have been processed or until the
simulation time has elapsed.

Delayed Call

Suppose the telephone system is modified so timaiotdoe connected are not loosed
instead the wait until they can be connected, tieese called as delayed calls. To keep
records of these delayed calls a delayed caiklistade. When a call completely ends, it is
necessary to check the delayed call list to saeniditing call can be connected.
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Introduction to GPSS

GPSS (General Purpose Simulation System) langsadgevieloped by IBM Corporation. The
system to be simulated in GPSS is described asca diagram in which the blocks represent
the activities and lines joining the blocks inde#te sequence in which the activities can be
executed.
The approach taken in GPSS is to define a set gp4é8ific block types each of which
represents a characteristics action of systempidgram user must draw a block diagram of
the system. Using only these 48 block diagram.
e.g. - A communication system is concerned with emoent of messages. A rood transparent
system with motor vehicle or a data processingesystith records.
In simulation these entities is called transactiime sequence of event is in real time is
reflected in the movement of transaction from bltxklock in simulated time. Transactions
are created at one or more generated block ané@u@ved from simulation at terminate
blocks.
Transaction have a priority level and that canycaem of data called parameter. This
parameter exists in 4 format. They can be signtjers of

* Full words (F)

» Half words (H)

* Byte size (B)

* Floating point (L)
Simulation of a manufacturing shop
A machine tool in a manufacturing shop is a turrongparts at the rate of 1 every 5 minute.
As they have finished the part go to an inspectuo tekes 4+3 to examine each one &
rejects about 10% of the parts. Each part willespnted by a transaction and the time unit
selected for the problem will be 1 min.

Block diagram

ADVANCE

TRANSFER

TERMINATE
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GPSS program

Rules
e Column 1 only used for a comment kind.
* Column 2 to 6 contain the location of the bloclh®specified.
* Column 8 to 18 contain the block type name whiclsiniegin in column 8.

* Begin at column 19, a series of fields each sepdray commas and having no
embedded blanks.

GENERATE 5,0 create parts

ADVANCE 4,3 inspect parts

TRANSFER 0.1,AAC,REJ select or reject
TERMINATE 1 accepted path
TERMINATE 1 Rejected path

START 1000 Run for 1000 Parts
Statistics

Relative Block : 5005 Absolute Clock : 5005
Block Count

Block Current Total

1 0 1001

2 1 1001

3 0 1000

4 0 900

5 0 100

FACILITIES AND STORAGES

There are two types of permanent entities defiG@RES to represent system equipment.
Facilities and& storages.

A facility is defined as an entity that can be aygghby a single transaction at a time like
tollgate.

A storage is defined as an entity that can be dedupy many transactions at a time up to
predetermined limit.

e.g.- in transportation system vehicles are trargaa tollbooth maybe be considerable as a
facility and a road as a storage.

e.g.- In a communication system messages are ttamsawitch is a facility and a trunk is a
storage. A switch is assumed to pass only one mesgaime while a trunk consists of many
wires which can carry several messages simultaheous
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SEIZE
Facilities A
RELEASE |
ENTER
Storage ﬁ
LEAVE

The seize block allows a transaction engage atfaifiit is available. The RELEASE block allows a
transaction to disengage the facility.

An ENTER block allow a transaction to occupy a gpaca storage if it is available and the leave
blocks allows it to give up the space ( free thacs).

In previous model inspection is a facility.

GPSS diagram with facility

GENERATE 5,0
SEIZE
ADVANCE 4,3
RELEASE
TRANSFER

0.1

ACE REJ
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TERMINATE

PROGRAM CONTROL STATEMENT

1. Simulate
2. Reset

3. Clear

4. Job

5. End
Simulate

The first statement of GPS system is the contedéstent in the word simulate in the
operation field without the statement the probleithlve assembled but not exhibited.

Reset

The statement with the single word reset in theapm field with wipe out all the statistics
gathered so far but will leave the system loadet thie transaction. The purpose is to gather
statistics in the second run initial build up pdrexcluded.

The output of the first run is not of interestlas suppressed by portions the
rest or NP in the start statement.

The reset statement also saves to zero.

The absolute glow gives the time since the rigaheand the relations gives
the time since the since the reset statement.

Clear

Clear is a control statement that not only wipetbetstatistics of the perceives run but also
wipe out the transaction the system. Here systess dot reset the random number generator
seeds.

Job

It is a control statement that instructs the progveipe out the entire models preceding the
statement, proceed with a new problem. It resetsghdom number seeds.

End

The control statement with the word end in the apen field must be placed in the end of all
programs to terminate all simulation.
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Priorities and parameters

Each transaction has on of 128 levels of priomtyi¢cated by the no 0 to 127 with O
being the lowest priority. When there is completim®iween transactions to occupy a block
the transaction are advanced according to prianty FIFO within the same priority cases.

Parameters: These are items of data that repragghtites of the transaction.

Example: A transaction representing a message goramunication system can have
parameters to represent the message length, mdagpage the destination.

SNA — (Standard Numerical Attributes)

There are the attributes of the other entitiesysfesn such as number of transaction in
storage of length of a queue which are made availabthe program user. Collectively they
are called SNA.

Each type of SNA is identified by a one or twodettode and a number.

Example: The content of storage no 5 is denote8%wnd length of queue 12 is denoted by
12.

Variable statement

Computation are carried in GPSS by defining vadadthtements in which simple
SNAs are combined mathematically by operators %,/;,@

Example: 5 VARIABLE S6+5*(Q12+Q17)

It define variable 5 as the sum of the current eot# of storage no 6 + 5 times the sum of the
length of queue 12 and 17.

In floating point, 5 FVARIABLE S6+5*(Q12+Q17)
The values of SNA change as simulation proceeds.

A block type can SAVEVALUE is used to save the eatd SNA computed one time for use
at some later time.

SAVEVALUE

XF XH XB XL
full word half word byte sized floating point



65|Page

Example: SAVEVALUE 10, S6, XH
This block saves the current content of storagé mohalf word SAVEVALUE no 10.

A control statement called INITIAL can set the valof a SAVEVALUE at the beginning of
simulation.

S$BSKT can be a storage.

Functions in GPSS

Each function is defined by giving two or more padf humber that relate and an input X to
an output Y. The function mode can be in continumudiscrete mode.

To define a function, a function statement is wntfollowed by one or more function data
structure.

LOCATION OPERATION A B
1 FUNCTION S4 C5
S4 D3

C- Continuous
D- District
C5- Continuous 5 times

The function data statement carries the valuearicy that defines the functiong, XYy / Xa,
Yo X3, Y3

Transfer modes:

- Unconditional
- Random

- Conditional

- Parameter

- Function

Example: TRANSFER FN, 1
1 FUNCTION PH3, L4

1, LOCA|2, LOCB|3, LOCC|4, LOCD
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A list mode function assumes that an input is aeger n and it returns thdisted
value of the function.

In above, transactions are to be sent to one oditatations LOCA, LOCB, LOCC or LOCD
depending on the value of parameter PH3. The ctearad signifies that the function is in
list mode and has 4 listed values.

Logic Switches

It is an entry used to represent 2 state conditicen system. Each switch is either ON or
OFF and a block type called logic is used to chdahgestatus of the switch.

A transaction entering the block can either setsvéch ON, reset the switch OFF or
invert the switch fromits current state.

The letters S, R or | indicate set, reset or inepdrations.
LOGIC R PH1
LOGIC S PH2
LOGIC | PH3
S—>Set
R->Reset
|->Invert

A model representing factory might uses a logictdwio indicate a machine is in
working order or not.

Testing condition

1. Gate block
2. Test block

1. Gate Block

Gate block is used to test the condition of anylifgcstorage or logic switch in the
block diagram.

LS n logic switch n set

LR n logic switch n Reset
U n facility n in use

NU n facility n not in use
SF n storage n full

SNF n storage n not full
SE n storage n empty

SNE n storage n not empty
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GATE LR PH2, Busy

A transaction will enter the GATE block if the catioh being tested is true. When the
condition is not true there is a choice of actithhan alternative block is satisfied, the
transaction will be wait until the tested conditleecomes true & then enter the GATE block.

2. Test block

This block is used to test a variety of relatiopshetween any 2 SNAs (Standard
Numerical Aptitude)

G - Greater than

NE - not equal

GE - greater than or equal

LE - less than or equal

E — Equal

L - Less than

TEST L S6, XHIZ, ABND

ABND TERMINATE 1

This block test whether the content of storage &ss than the no recorded in half
word save value location 12. A transaction willezrthe test block if the condition is true &
will either go to an alternative block if 1 is sfesd or wait to enter when the condition
changes.
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MODULE —4

Simulation of a Single Server Queue

Let us simulate the arrival and servicing of ‘N'stomers by a single server. Let these
customers be marked 1 to N. Let the inter-arrirabtAT, denote the time gap between the
arrival of (k-1J" andk™ customer into the system.

Let ST denote the service time of"kCustomer from k=1, 2, 3, 4....N. Let CAT
denote the cumulative arrival time df kustomer.

We assume that initially there is no queue andséreer is free. As the first customer
arrives at time O it goes directly to the servioartter. After the service the customer departs
at time ST1.The second customer arrives at time GART,.

When ST > CAT, ,WT, = ST;- CAT,
When ST < CAT;, IDT, = CAT, - STh

When ST>CAT, the second customer has to wait forming a quedength 1 for a
period WT, = ST,-CAT, where WT, denotes the waiting time of'lcustomer in the queue.

If ST, < CAT, then the departure of the first customer takeseptzefore the arrival
of the second. Thus the service counter remairs wetiting for the arrival of second
customer for a period ID;T= CAT, - ST1 where IDT denotes the idle time of the server
awaiting the arrival of the'kcustomer. Let us assume that so far (i-1) custsinave arrived
into the system and j-1 customers have left, he.rtext customer due to arrive fsand the
next customer due to depart is theSuppose 1<=j <= i <=n.

Queue length=i—j—1,ifi >]
Next Arrival Time (NAT) = CAT
Next Departure Time (NDT) = CDT
=CAT; + WT; + ST
We use the next event simulation procedure fordimgle queuing situation.

We must have to determine which event to takeepfast i.e. " arrives first or §
departs first. This is decided by comparing NAThWKRDT.

DIF = NAT — NDT
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If the difference is negative, an arrival is takdésce first and the length of the queue
is increase by one.

If the difference is positive and queue lengtllso positive then departure will take
place first reducing the length of queue by one.

If the both these cases there is no idle timéHerservice counter. But DIF is positive
and the queue length is zero then the service eowill lied idle waiting for the'f customer
for the duration.

IDT; = DIF

Finally DIF = O then both event and next arrivaldadeparture will takes place
simultaneously leaving the queue length unaltered.

Let N =8,
ATi‘'s= (0,10,15,35,30,10,5,5)
STi's=(20,15,10,5,15,15,10, 10)
CAT,'s=(0,10,25,60,90, 100, 105, 110)
CDTi‘s=(20,35,45,65, 105, 120, 130, 140)
WATi's=(0, 10, 10,........ )
Queue Length’'s =(0,0,0,15,25,0,0,0

IDT;'s=(0,0,0,15,25,0,0,0)

TWO-SERVER QUEUE

Since many queuing system in real life has moam tbn server the study of multi
server queues is of practical importance. Let ussicler the following situation. Ships arrive
at a harbour according to given probability disitibn for inter-arrival time. There are two
docking facilities 1 and 2 at the harbour. When shg arrives at the system both facilities
are checked to determine of either of them free Jiip directly goes to whichever facility is
free. If both are free then the ship goes to thditathat is being idle for a longer period. If
both are occupied then the ship joins the comma&uecausing a waiting time for itself and
increase in the queue length by one (1). The shipe queue are serviced - unloaded ,loaded
and dispatched on first come first serve basis.avéanteresting in determining the operating
characteristics such as queue length, waitingthireugh simulation.

Suppose we have six (6) ships arrives at tim&048&,55,65,85 hours. The simulation
starts at time zero. At that time there are noshmghe system.
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K |At |CATk | FACILITIES 1 FACILITES | WTk OLk
2
STk1 | CDK,1| IDTk | STk2 | CDk2 | IDTk2
1 0 0 25 25 0 - - - 0 0
2 10 10 - - - 30 - 10 0
3 38 48 22 22 23 - - - 0 0
4 7 55 - - - 50 105 15 0 0
5 10 65 45 45 - - - - 5 1
6 20 85 - - - 15 102 0 0 1

CAT=CATk1+ATk
CADT]_’ 1:CAT2+WT2+ST2, 2
CADT 1 =0+25=25

The first column in the table is given serial no. Khe second given the interval
arrival time i.e. AT = timegap between the arrival (kM3hip and the Rship. AT«=0. The
third column gives the cumulative arrival time bétship. It is given by CAECAT.1+AT
and CAT=AT;=0.The first ship arrives at the time zero it goa®ctly to facilities-1. The
service time ship one at facilities one is sup@s@ours. So on 25 hours ship one leaves the
system. The column 4 gives the services time ferkhship a t facility-1. The column 5
contains cumulative departure time there is a &@ha@set. Simulation times at the departure
of the K" ship & it is given by the formula CQRE=AT+WT+STi 1. The 6" column contains
the ideal time of faclitts-1 while waiting for shifg’ to arrive. The next 3-column gives
corresponding 3 number for facility-2. The™6olumn gives the waiting time in the queue
for the K" ship (WTy). The queue length immediately after the arrivialhe ship ‘k’. When
the 3¢ ship arrives which had to see which of the twalitees is valent or will fall.

This is done by comparing the latest values ofdimaulative departure time
CATy, 1& CAT, » The smaller of the two indicates the time whenehrliest departure from
the system would take place. It is given by thealde MNDT (minimum next departure
time) .MNDT =min {CDT; ;, CDT2,2} =MIN {25, 40} =25. So the next departurmme is 25,
which gives the earliest time when the ship nun®ean be started. Since C&MNDT
shipnumber-3 has not arrived at time 25 and thezefo

IDT;,=CAT;-MNDT
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IDT31=48-25=23

This is the amount of ideal time of facility -1 spdéy waiting for ship number 3 to
arrive. When ship 5 number 3 to arrive. When shimber 5 arrives at time 65, both facilities
one and MNDT =MIN{CAT; ;,CAT, 3} i.e MIN {70,105}=70, CATs=65. So ship number 5
will form a queue and wait there for a period ginenWTs=MNDT-CATs=70-65=5.

The figure (1) gives the GPSS diagram for a sisgl@er queue simulation and figure
(2) shows for a two-server queue simulation.

i GENERATE
GENERATE

1_ | MARK ) ,
l | MARK

UELE

Q ) QUEUE

h SEIZE T ENTER

;l@ DEPART ;b DEPART
I.

|
— ]

ADVANCE ADVANCE
' RELEASE ' LEAVE
TABULATE
7] TABULATE
1 TERMINATE
i1 TERMINATE
{Double-Server queue simulation)
Figure (1) Figure(2)

SIMULATION OF AN INVENTORY SYSTEM

Suppose a person works in a retail store. AndHtissresponsibility is to keep
replenishing a certain item.

Ex: - Automobile tyres in the store by orderingr@m the whole seller. We adopt a
simple policy for ordering new supplies - When $iheck goes down to ‘P’ items called
reorder point then order ‘g’ more item called remrduantity from the wholeseller.

If the demand on any day exceeds the amount ohtowe on hand then excess amount
represents lost sell and loss of good will. Ondtireer hand over stocking implies increase
carrying cost (cost of storage, insurance, intecketerioration)

Ordering too frequently will result in excess iomer cost.
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Let us consider the following assumption.

There is a three days lag between the orders aivdldare. merchandise/ goods that
ordered in the evening of th&day is received in the morning of the i*8ay.

For each unit of inventory, the carrying cost faclke time is Rs. 0.75.

Each unit out of stock when order is results ia toss of good will worth Rs. 2 per unit
plus the loss of Rs. 16 income that could haveltegon a total loss of Rs. 18 per unit.

Placement of each order cost should be Rs. 75diegarof the number of units ordered
(Reorder Cost)

The demand in a day can be for any no. of uniteéen 0 and 99, both equi-probable.
There is never more than one replenishment ordstanding.

Initially we are 115 units on hand and no reordgstanding.

We will compare the following 5 replenishment pagand select the one
that has the minimum total cost.

Total Cost = Re-order cost + carryingtcelost sales cost

P Q
(Reorder Point) (Reorder Quantity)
Policy | 125 150
Policy Il 125 250
Policy 11l 150 250
Policy IV 175 250
Policy V 175 300

Let us simulate the running of the store for al®uatonth (180 days) under
each of the 5 policies and the compared with thest.

A simulation model of this inventory system cangasily constructed by
stepping time forward in the fixed increment inagy gtarting with day 1 and
continuing up to day 180.

On a typical day dayl first we check to see whetiemerchandise is due to
arrive today. If yes the existence stock is inceddsy Q.

S=S+Q

If DEM is demand for today and DEM <= S, new stec{S - DEM) units
If DEM > S, and the new stock will be zero.

In either case we calculate the total cost resyliom 2 days transaction and
add it to the total cost incite till yesterdayemhdetermine the inventory on hand plus
units on order is greater than the reorder paoimtot place an order by starting the
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amount ordered and the day it is due to be receMedrepeat the procedure for 180
days.

Initially we set i= 1, Stock S = 115 t®miNumber of units due UD = 0 and

Due date DD =0

FLOW CHART

read P, Q, initialize stock
due date, units due starting
day
total cost

No

A 4

(Merchandise received)
Add Q to stock units

Is today
the due
date?

Yes
Due=0

Generate random demand for
today

(Shortage)

Add storage cost to the
total cost

Reset stock to zero
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Compute new stock

Add carrying cost

Is stock
units due
<=P?

No

Yes

Units due=Q
Add reorder cost

Due date = today + 3

Increase the day by 1

No

Have 180
days
passed?

A

Yes

v

Print total cost

Stop
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Length of simulation run

A simulation run is an uninterrupted recording afyatem behavior under a specified
combination of controllable variable.

One of the important question is how long to rwinaulation experiment so that we have
reasonable label degree of confident.

Suppose the probability density function is stadigrand we take n independent sample
X1,X2,....%Xn

X=1/ny 2 xi

The number of required sample is given by:-
N=(yj-2) 02t

Where t=tolerence limit

1%is variance of population parent

(Yi-ar2) is two tailed standard normal static for the @ioibty 1-o

Variance Reduction Techniques:-
These are the techniques used to reduced the gan@thout increasing the sample size
1. Antithetic sampling

2. Co-related sampling

w

. Importance sampling

4. Control variates

(62

. Stratified sampling

6. Russian roulette and splitting

1.Antithetic sampling:-

The method of purposely introducing a negativealation between pairs of observation for
obtaining a more statistically reliable answeralied antithetic sampling.

Suppose we have made two simulation runs eachngthien/2 in order to estimate the mean
value of some random variable. Let the value ofaibservation in the two runs be :

Y, V2,0ennen. Yoz @nd 2, 2,....Z2
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The average of these two replications are

Y= Vityot....... +Yiol 2 = z/nZ?z/(Z) y1l

— 2
7= 21425+ A 2ol wi= 2NN 71

02 y=0%= 0% =2 %n

Where sigma square is the variance of the parepulption.the grand mean of two
raplication is

X:l/nZ?z/i yi + zi
= l/nZ?z/i yi+2?=/i zi

=1/n{ny/2+nz/2}=1/2n.n(y+z)
Y+z/2
i.e it is equal to avg. of two operations.

The variance of the grand mean x is given by

=2 ysllnzzl:/i[yi — Y2 + (zi — 2)"2]

D2 y+ 02 2/4+112(y - 2)

Cov(u,0) denotes the co-variance of random vargalfleadv).if the two replications are
independent the co-variance term will be 0. If wdduce a negative co-relation between
each of the n/2 pairs of observations the variahoelld be reduced.

The most commonly used procedure for generatingathedy co-related pair by
sample is to perform two identical simulation rumst- using different sets of uniformly
distributed random number . if in the first run dam number used the,u,,......... Un2then
the second run will be (1 y(1-w),...... (1-wy) thus if u is greater than the avg value (@-u
will be less. so the two set of random number agative co-relation.

Example:-in a single server queue the inter arrivaé and the services time have opposite
effect on the time the customer spend in the server
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So we can reduce the variance by performing theliggesimulation twice under
identical stating condition as follows .use thed@m number sequence that’s generate the
inter arrival time on the first application to geaie the service time on the second.

2.Co- related sampling

This method is opposite to the antithetic samptechnique and is useful when we
are estimating difference in average charactesisti¢wo alternate designs.

Suppose a and b are sample which estimate thegaveraiting time pen customer
using 2 different queue disciplines — FIFOand LIH@en the difference is given by

D= A- B (performance).
Statistically independent

But if the same set of random no are used in tleeedyperiment a and b are likely to
be positively co-related .In that case the variavfabe difference is

62D= (52/_\+ (523— 2 COV(A,B)
Thus we can reduce the variance with no increasernmuting time.

3.Importance sampling:-

Age group %
Below 15 10
15-45 50
45-60 30
Above 60 10

Here the idea is to use the sampling procedure hwhigliberately distorts the original
distribution, so that a larger proportion of sampldrawn from the interval of importance.

Then an appropriate weighting function is used tdtiply the sample data which makes the
correction for distortion introduced.

4. Control variates —

Here we simulate the simpler model using a sequeh&andom number. Let x is estimate
of the parameter of interest obtained through s,

Let x iSthe value with same parameter obtain ditalyy then sampling error E=x-x1.

This error is estimate if the error due to samplaygusing the random number sequenge u
uz, ..
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At last we simulate the complex system using saomber sequence and obtain the value.
Next we correct the object value y by subtractimgestimated sampling error from it.

Z=Y-E

=y-(x-x1)

Z=y-x+x1

The variance of this newest z is smaller than waeaof y because x and y have strong
positive co-relation.

5. Stratified sampling

Here the parent population is divided into clasgésstrata) such that there is a minimum
variation within each class. Then we take small benof samples from each strata. These
samples have been combined to obtain the ovetath&e of the mean.

6. Russian roulette and splitting

Suppose we wish to determine the probability ofiggthumber three as the sum of two dice
by rolling two dies at a time. Instead of makingtwolls and observing the sum, we can roll
one die and proceed with the second by observimgesult of the first roll.

If the first roll produces number other than 1 aw@ do not need to proceed to thenext roll.

This technique is used by classifying experimentth ypartial results at each stage as
interesting or un-interesting and then proceedimy with the interesting ones.
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Simulation languages are divided into 2 types

> Discrete
> Continuous

Continuous and Discrete Simulation Language

Coninuous simulation languages are designed for sitmglaontinuous models and discrete
simulation languages for discrete models.

A language called a combined simulation languageritten for system models in
which some of the variables change continuouslyahdr variables change discretely. Both

variables - discrete and continuous interact wattheother.

e.g.: No. Of passenger

floor is continuous.

Classification of simulation language:

SIMULATION LANGUAGRE

'

CONTINIOUS SYSTEM

A 4
—» | COMBINED SYSTEM

{
|

BLOCK ORIENTE

MDDAS

MOBSSL

SDMVLA

l

in a lift change distyevhereas the lift distance from the ground

DISCRETE SYSTEM

4—
A CLASS 1!
3 3
A\ 4
EXP [RESSION STATEMENT FLOW CHART
BASED ORIENTED ORIENTED
MDMDC v
DYNAMO EVENT ORIENTED ACTIVITY PROSSES
ORIENTED ORIENTED
SDMSCRIPT CSL
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Block oriented continuous simulation language:

A block structure language required a user to fir&tpare a block diagram represent the
system to be simulated.

Then he must provide patching instaurctwhich specify now these block to be
connected together.

e.g.. MDDAS, MOBSSL
Expression Based:

It doesnot need to follow block structwiethe analog patch box but use different
routine to implement the differential equationhe model.

S/360 CSMP

Event Oriented:

In an event oriented language each event is repexbdoy an instantaneous occurrence in
simulated time and must be schedule to occur whaoer set of condition exist.

Activity Oriented:

In an activity oriented language the discrete asnge are not schedule advance. They are
created by a program which contain descriptionhef condition under which an activity
combination taken. These condition are come betweaeh simulation time advance and he
tall necessary condition are met proper actiortalen.

e.g.: CLS
Process Oriented:

In consist of a single process routine compresséa no. of tangents describing a sequence
of activity. Each segment behave as an indeperwberitol program.

Flowchart Oriented:

Here the flow of the activities passes through stlgadefined blocks. The system model is
represented by a flow chart consisting of the laggublock the program creates transaction
executed them in the block and moves them alonfdivechart.
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FACTORS FOR THE SELECTION OF A DISCRETE SYSTEM SIMATION
LANGUAGE:

a) Language generality and Program power:

The language should be able to handle a wide dregmications. It should offer
strong programming power.

b) Easy to use:
It includes the natural translation of the systemdar study in corresponding

computer program reduction in debugging progranvenient document.

c) Machine efficiency:
The cost of developing a simulation model andmpdt forms a measure part of

simulation cost run time efficiency become impattin those cases where a
engage no of multiply runs are required or $aton program is used over an
extended period of time. The two measures of machfficiency are execution time
and memory requirement.

d) Availability:
The language must be available and suppooedthe most important type of
computer in order to be useful . It is alssalie that the language is machine
independent.

Advantages of GPSS

 Easy to learn and use.
 Good debugging facilities.

Disadvantages of GPSS:

* Restricted to simple query program.

* Poor communication facilities.

* Inflexible I/O.

* No language extension possible.

* Machine efficiency lowd since GPSS is an rmtetative system.
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erification of Simulation Models

Real System

4 Conceptual Validation

A 4
Conceptual Model

~

A

o . A 4
;
Operational Model

(Model Building Verification and Validation)

Guidelines for Validation Process:

1.

Get the operational model check by someone otlaar s developer preferably an
expert in the simulation being used.

Make a flow diagram that includes each logicallyssibly action a system can take
when an event occur and follow the model logicdach action for each event type.
Closely examined the model output for reasonalde lender a variety of setting of
the input parameters.

Get the operation model, print the input the inparameter at the end of the
simulation to be sure that these parameters valaes not changed in between.
Make the operational model as self-documentaryoasiple.

If the operational model is animated, variety thdtat is scene in the animation
immediate the actual animation.

The interactive run controller (IRC) or debuggetpkein finding and correcting
errors. If monitors the simulation as it progress.

Graphical interfaces are recommended for accomplsimodel verification and
validation. It simulates the tax of understandimg model.

Validation of Simulation Models:

It ensures that the model used is a reasonabl®ppgaion of the real system. This

validation efforts developed in to two parts-

1. Validation of Abstract Model
2. Validation of its Implementation
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Validation of Abstract Models:

* It consists of assuming all assumptions which fanss the real world system in to
the conceptual model.

» This is highly subjective.

» Testing the validating of an implementation is arenobjective and easier task. It
consists of checking the logic and the flowchad #re computer program to ensure
that the model has been correctly implemented.

* The easiest method of validation and implementasahe use of sample problems.
The sample inputs should be chosen such that tiiecting output can be obtained
analytically.

a. Validating Existing Systems
b. Validity First Time Models

Validating Existing Systems:

* When the simulated system exists in real life ttrenbest approach is to use the real
world inputs to the model and compare its outpuh@r of the real system.
* This process is straight forward but presents sdiffieulties
I. It may not always be easy to obtain input and dutfaia from a real life
system without disturbing it.
ii.  Even if we get actual input/output of an existingdel it would not be for
very long periods.
iii.  What usually is done is to simulate this model,esalvtimes with different
sequences of random number and obtain the ranggriation among these.
iv.  Then if the model is valid, the real output sholiddsomewhere in the middle
of the range of the model output.

Validating First Time Model:

* Here the model describes a hypothetical systemhastdrical data are available to
compare its performance.

a) SubSystem Validity:
v' A model itself may not have any existing systencdmpare it with
but may consists of known subsystems each of whabeity can
be tested separately.

b) Internal Validity:

v" One trends to reject a model if it has a high degvé internal
variability (High variance).

v' The test can be perform by replicating a simulatiomwith several
different random no sequence and then computingvéinence of
the output.

v’ It the variance is too high we reject the model.
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c) Sensitivity Analysis:

v It consists of systematically varying the values frarameters or
input variable one at a time while keeping all othenstant over
some range of interest and observing the effechupe model
response.

v" This analysis tells to which parameter, the systemore sensitive,
so that we may ignore the insensitive parameterselps building
our confidence in the model.

d) Face Validity:
v If the model goes against the common sense and, ligihould be
rejected. If those with experience and inside isitoilar system do
not judge the models as reasonable, it has tojbeted.

Experimental Layout

It discusses the problems of selection of operatogditions. An independent design
variable in an experiment is called a factor anpetelent variable is called a response. The
number of different choices we have for a factoca#ied its level. If there are ‘k’ different
factors involved in an experiment and each haditferent levels then the total number of
different input combinations or design points featments) is .

Full Fractional Design: If we conduct identical experiments with all théSedesign points it
is called full fractional design. It is expensiveterms of in computer time.

Fractional Factorial Design: Here we investigate model with less thdhdesign points.
We estimate the functional relationship between fdotors and response using a reduced
treatment combination and it is less expensive.

Search for optional design points:
A common purpose of many simulation studies is étexdnine the combination of input
parameters that produce a minimum or a maximunuipud.

Ex: The main purpose of simulating an inventory syste to find that policy (P, Q) which
gives the minimum total inventory cost.
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ANALYSIS OF SIMULATION OUTPUT

REGENERATION TECHNIQUE:-

* ltis atechnique used in discrete system.

» Discrete System is described by a number of stasergtor (system state-1, 2, 3)
they are value at specific point in time.

* Most discrete system are such that exactly the smtef values will occur sometime
later,

» That set of values will continue to recur at certaindom intervals of time. A system
with this property is said to be regenerative.

* A particular set of values is chosen as a referamckethe times at which the same set
of values recurred are called Regeneration Points.

 Example:-In M/M/1 (Single Server Queue)

» Between successive regeneration point, a systaet it® execute a tour and the time

spent system tours is called Epoch. This Epochalaceindependent.

Explanation:-

» Consider the measuring the waiting time in M/M/1eys.

» Suppose the system starts from an empty state aadurement begin from the time
the first entity arrive for service. We use theuratto the empty state to define the
regeneration points.

» Initially the system becomes busy with the firstitgrif a second entity arrive before
the first complete service, the server will agamain busy and this will continue till
the system server becomes idle.

* The point at which the system becomes busy andlimark as a regeneration point.

* The number of entities served in a tour varies.

* As each busy period begins the system regeneistd§iie. its future behaviour is
independent of past behaviour.

* As aresult samples from any statics taken frontdbe are independently identically
distributed.

* Epochs are also independently identical distribufexda result the system behaviour
in a tour is characteristics of steady state behavand is independent of the initial

bias.
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There are two types of analysis of Simulation Otguch as:-
» Time Series Analysis

» Spectral Analysis

Time Series Analysis:-

At Time Series may be regarded as the summatiomseofllations of different
frequencies.

It accepts the presence of Auto Correlation antmeseés the variance of sample
mean.

Auto Correlation is measured by a series of autgar@ances that show the extent to
which values separated by ‘S’ time units affectheaiter.

The auto covariance between values of a variabbeferat Xand X, is defined as-

Ru=[ Xt-p) (Xu-p) |

Where p = Population Mean

Spectral Analysis:-

A Spectral Analysis provides more information tlzen estimate of a mean value.
Comparing two system on the basis of mean valkesthe mean waiting time or,
mean queue length is a gross comparison.

Two systems may show no significant difference hattmean values but their
transient behaviour may be significantly different.

One system may respond slowly to deviation frommesan values while the other
may respond rapidly.

Spectral analysis can distinguish this differenge dhowing whether spectrum
emphasises low or high frequencies.

It is also make use of the covariance.

Another use of Spectral Analysis is to test aBation Model by comparing the
spectral pattern of the simulation output againstdorresponding pattern derive from

system itself. This can be done when analysingxastieg system.
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SIMULATION OF A SCHEDULING SYSTEM

= CPM
= PERT

CPM (Critical path method) and PERT (program eviadmsand techniques) are two methods
that depicts the interrelationship between variacisvities of a project and identifies critical
activities which need to be paid most attention.

» CPM is used for project in which the duration ofleactivity is determines.

* PERT is used when there is an uncertain regartiedirne taken by various activities
in the project. The analysis of a project throudRF is based on 3 times estimates
for each activities. i.e.

1. Most optimistic time (shortest)
2. Most pessimistic time(longest)

3. Most likely time for completion of each activity

NETWORK MODEL OF A PROJECT

Suppose we have a project consisting of b dedined non-overlapping individual jobs
A, B, C, D, E & F with the restriction that A mugtecedes C & D, B & D must E and C
must precedes F.

Dummy Activity

» Itis in which represent only a procedure relatiopsnd not any job in the project.

 Dummy activity becomes necessary when the exiditgyities are not enough to
describe all procedure relationship separately.ddlihmy activities are of 0 duration
and are shown by broken lines.

* The no of edges entering the node is called thaeegree of a node and no of edges
going out of node is called out degree of a node.

* In an activity network, the source node represkatstart of the project and has 0O in
degree. The sink node represent the completioheoptoject and has 0 out degree.

ANALYSIS OF AN ACTIVITY NETWORK

PATH: A sequence adjacent edges from the source nodmkonode is called a path in a
network.

1. Length of ADE= 5.1+4.5+15.8=25.4 days

2. Length of ACF=5.1+6.0+15.8= 13.6 days

3. Length of BF=7.2+15.8= 23 days

4. Length of ADGF=5.1+4.5+0+2.5=12.1 days
5. Length of BGF= 7.2+0+2.5=9.7 days
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* The longest path is called theitical path of network. The activities along the
critical path are calledritical activity .
* The length of a critical path is the time requited¢omplete a project.
* An important part of analysing network is the idicdtion of critical activities

determination of project completion time.

TOPOLOGICAL ORDER

A list of activities from a project is saidl be in topological order if no activity appears in
the list before all of its immediate precedes gmeeared.

Activity No. (k) S(k) F(k) T(K)
1 1 2 5.1
2 1 3 7.2
3 2 4 6.0
4 2 3 4.5
5 3 5 15.8
6 3 4 0
7 4 5 2.5

S(K): is the node at which the activities originates.
F(K): is the node at which the kth activity terminates.

And T(K): is the duration of the kth activity for k=1, 2,.3,7

CRITICAL PATH COMPUTATION

Where T(k) denotes the duration of the afstivihk mile stone is to be achieved where all
activities terminating in node | are completed.

ENT(i): denotes the earliest time when node | is achiewszh | is achieved.
ENT(i) = max{EFT (all activities terminating in i)}
The earliest start time is represented by EST(K)
EST(k) = ENT(S(K))
EST(2) = ENT(2)
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1. Forward Pass

We traverse a network in forward direction frone ttource node to the sink node
passing through every edge once. The purpose ©fdhward path is to compute the earliest
start time, earliest finish time of each activitydaearliest time to achieve each of the node.
We start at node (1) of the source node and ilyitve¢ set all with O.

ENT(1)=0, ENT(2)=0, ENT(3)=0, ENT(4)=0, ENT(5)=0
EST(1) =0 5

EFT(1) =EST(1)+T(1) 2
=0+5.1=5.1 DAYS Source

ENT(2) =5.1 days

EST(2) =ENT(S(2)) =ENT(1) =0

EFT(2) =EST(2)+T(2) = 0+7.2 =7.2 days 1

ENT(3) =7.2 days 3

EST(3 )=ENT(S(3)) =ENT(2) =5.1 days
EFT(3) =EST(3)+T(3) =5.1+6 =11.1 days
ENT(4) =11.1 days

EST(4) =ENT(S(4)) =ENT(2) =5.1 days
TMIN=ENT(5) =25.4 days

2. Backward Pass

Here we start from the sink vertex and sets itsstahode time equal to the project
completion time.

LNT(5) =TMIN=ENT(5)
LFT(l): denotes the latest time by which activity musfibished.

LST(J): denotes the latest start time of activity J.

Example:
LFT(J)=LST(J)-T(J)
LST(J)=LFT(J)-T(J)
LNT(1)=min{LST(all activity originating in 1)}
LFT(every activity terminating in 1)=LNT(I)
LNT(5)=TMIN=25.4 days
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LFT(7)=LNT(5)=25.4days
LST(7)=LFT(7)-T(7)=25.4-2.5=22.9days
LNT(4)=22.9days
LFT(6)=LNT(4)=22.9days
LST(6)=LFT(6)-T(6)=22.9-0=22.9days
LNT(3)=22.9days
LFT(5)=LNT(5)=25days

After doing backward path identify the activitieswehich the earliest start time (EST)
=latest start time (LST).these activities havelslat0. (Slack=LST-EST=0) and they have
the critical activities.

Q. Find the length of critical path taking node 1 as source and node 6 as sink.

Activity duration is given by
A-7 UNITS E=5UNITS
B=8 UNITS F=7 UNITS
C=2 UNITS G=13 UNITS
D=8 UNITS H=2 UNITS
=12 UNITS

The objective is to specify parametesr like run length, initial condition, no of
replication etc. so has to get the maximum useful inf. about the system performance while
minimizing computational cost.

LENGTH OF SIMULATION RUNS

A simulation run is an uninterrupted recordingaagystem behavior under a specified
combination of controllable variables. One of thgortant question is how long to run a
simulation experiment so that we have a reasondédgee of confidence in the numerical
results of the experiment.
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Suppose the probability density function is sty and we take an independent
samples X Xg,.......... Xn. The sample is given by

n
X = 1/NZX1
I=1

The no of required sample is given by
[ N = (Y1-0/2Y0?)/T?]
where, t is the tolerance limit
A?is the variance of the population
Y1-o/2 is the two tailed standardized normal statictiar probability 1o
A is the label of significance
If the confidence label is (1x) is 90%
Yi-o/2 = 1.65
95 %->1.96 99 %-> 2.58
EXAMPLE: - Suppose we have a diary for which diary milklgirandomly. We want to
estimate the average value of its daily yield withi40 [ of bits 2 average yield with a

confidence level of 95%.the standard deviationhef daily yield is estimated to be 200 h.
how many days we must reassure the daily yielti@fitm.

Solution:-
n= (yle/2)°c?)/t?
= (1.96%*(200)?/ (40¥ = 96 days
RUN LENGTH OF A STATIC SIMULATION:-
The two condition under which the above equatiorevekerived are:-

1. The distribution is stationary i.e. the simulatioas reached a steady state before we
observing x, X2,.%

2. The sample ¥ x2,.x, are not correlated i.e. they are statisticallyepehdent.

Variance 02es= 1/N-13,", (Xi — X)2 ===nmmmmmmmmeememmmmmmmeeeenneae 1)

RUN LENGTH OF A DYNAMIC STOCHASTIC SIMULATION

Equation (1) is not valid for determining sampleesif
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(1) The distribution is not stationary
(2) If the sample x x2, xn not created.

In most dynamic system simulation both of thesebl@ms arise & their output data are
strongly co-relatedEx: In queuing system the waiting time of the kth oustdepends on the
customer ahead of him.

ELIMINATION OF TRANSIENT

Transient means unsteady behaviour. Since thsiémtnare due to initial bias, initial
condition will produce transients of different leh@nd magnitude.

1. The most commonly used approach is to ignore dralirdection of the simulation
run. The run is started for an empty state andpstd@fter a certain period. Again the
run is restarted and statistics gathered from festart, the statistics gathered from
the first run are simple wipe out.

2. Second we had of reducing the effect of transienbistart the system ion an initial
state which is close to the steady state. This adetbquires a prior knowledge of the
system steady state which may not always be availab

3. A third strategy is to reduce the effect of theiahibias is to ensure that the runs have
been long enough who have made the initial bias.

SAMPLE SIZE OF AUTOCORELATED OBSERVATION

In a queue the waiting time of the customer depemd the waiting time of the
customer ahead of him. Ifiis having livelihood of w:; being long is also high. A sequence
of data that has this property of one value affigcthe subsequent value is called serially
correlated or auto-correlated. In a sequence ofrgBSoN %,X2,............... X, they content
to which value separated by ‘n’ units affects ottemn be reassured by

Ru=1/N-MY7"  (Xi-X) (Xi+m-X)
X= mean value
Xj= ith observation
rm=auto covariance coefficient orautocorrelation adgeght with log ‘m’
The long run of a dynamic stochastic variable is
[n= (yro/2Ya2[i+2%,  (1-kim+1)il/t?]

The only difficulty in using this approach is themaunt of computation time required in
evaluating the auto-correlation coefficient.
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