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Introduction to Signals: 
 

 

What is a Signal ? 

 
¶ A signal is formally defined as a function of one or more variables that conveys 

information on the nature of a physical phenomenon. 

¶ When the function depends on a single variable, the signal is said to be one 

dimensional. E.g.; Speech signal (Amplitude varies with respect to time) 

¶ When the function depends on two or more variables, the signal is said to be 

multidimensional. E.g.; Image ï 2D (Horizontal & vertical coordinates of the 

images are two dimensional) 

What is a System ? 

 
¶ A system is formally defined as an entity that manipulates one or more signals to 

accomplish a function, thereby yielding new signals. 

i/p signal                                                      o/p signal  

 

 e.g.; In a communication system the input signal could be a speech signal or 

computer data. The system itself is made up of the combination of a transmitter, 

channel and a receiver. The output signal is an estimate of the information 

contain in the original message. 

 

       
Message signal            Transmitted signal                                Received signal                          Estimate of message 

signal 

  

  

The examples of other systems are control systems, biomedical signal processing 

system, audio system, remote sensing system, microelectro mechanical system etc. 

 

General signal characteristics: 
 

(a) Multichannel & multidimensional signals: 

¶ A signal is described by a function of one or more independent variables. 

¶ The value of the function (dependent variable) can be real valued scalar quantity, 

a complex valued quantity or perhaps a vector. 

Real valued signal x1 (A) = A sin3ˊt 

Complex valued signal x2(A) = Ae 
j3 ˊt 

 = A cos3ˊt + jAsin3ˊt 

¶ In some applications, signals are generated by multiple sources or multiple 

sensors. Such signals can be represented in vector form and we refer such a 

vector of signal as a multichannel signal. 

E.g.; In electrocardiography, 3-lead & 12-lead electrocardiograms (ECG) are 

often used, which result in 3-channel & 12-channel signals. 

One dimensional: If the signal is a function of a single                                                                        

independent variable, the signal is called 1-D signal.             Amp          

 e.g.; Speech signal 

 

 

 

System 

Transmitter  Channel Receiver 

Time 



 

Multidimensional signal: Signals can be functions  

of more than  one variable, e.g., image signals (2D), 

Colour image (3D), etc. 
 

 

Classification of signals 
 

Broadly we classify signals as: 

 

1. Continuous-time signal: A signal x(t), is 

     said to be continuous-time signal if it is  

defined for all time t,  where t is a  

real-valued variable denoting  time.  

 Ex: x(t) = e
-3t

u(t) 
 

  Discrete-time signal:  A signal x(n), is said  

to be discrete-time signal; if it is defined only           

at discrete instant of time,  where n  is an   

integer-valued variable  denoting  the discrete   

samples of time.  We use square brackets [·] to 

denote  a discrete-time  signal. 

        Ex: x[n] = e
-3n

u[n] 

2. Even and odd signal:  
 

A continuous-time signal x(t) is even, if   x(-t) = x(t)  

  and it is odd if    x(-t) = -x(t).   

A discrete-time signal x[n] is even if  x[-n] = x[n] 

and is odd if  x[-n] = -x[n].     

Example 1: x(t) = t2 - 40 is even. 

Example 2: x(t) = 0.1t3 is odd.  

Example 3: x(t) = e0.4t  is neither  even nor odd.  

                                                   

 

 

 

 

  

 
           (a)    (b)    (c) 

 
Figure: Illustrations of odd and even functions.  (a) Even; (b) Odd; (c) Neither. 
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Decomposition Theorem 
 

Every continuous-time signal x(t) can be expressed as: 
 

x(t) = ώὸ + ᾀὸ 
 

where ώὸ is even, and ᾀὸis odd.    

ώὸ=  
ὼὸ+ ὼ( ὸ)

2
 

and                                                  

ᾀὸm =  
ὼὸ ὼ( ὸ)

2
 

 

3. Periodic & non-periodic signals: 

 

A continuous time signal x(t) is periodic if  there is a constant  T > 0, such that   

x(t) = x(t + T ), for all t  

A discrete time signal x[n]  is periodic  if there  is an integer  constant N > 0, such that  
 

x[n]  = x[n + N ], for all n 
 

Signals do not satisfy the periodicity conditions are called non-periodic signals. 
 

Note: The smallest value of T (N) that satisfies the above equations is called fundamental   period 
 
Example:  Determine the fundamental period  of the  following signals: 

(a)  ej 3 t́/5 

(b) ej 3 ń/5  

Solution: 

(a)   Let x(t) = ej 3 t́/5. If  x(t) is a periodic signal, then there exists T > 0 

   such that  x(t) = x(t + T ). Therefore, 
 

x(t) = x(t + T ) 

                

      e 
j 3 t́/5

 = e
 j3 (́t+T)/5 

      1 = e
 j3ˊT/5

 

      e 
j2kˊ  = e

 j3ˊT/5

 

      T = 
10

3
    (k = 1) 

 

(b) L et x[n] = ej 3 ń/5.  If  x[n] is a periodic signal, then there exists an integer N > 0 

      such that x[n] = x[n + N ]. So, 
 

         x[n] = x[n + N ] 

 

    e 
j 3 ń/5

 = e
 j3 (́n+N)/5

 

   1 = e
 j3ˊN/5

 

   ej 2k  ́= e
 j3ˊN/5

 

   T = 10    (k = 3) 

 

 

 



 

4. Energy signals and power signals: 
 
In electrical systems, a signal may represent a voltage or a current. Consider a voltage 
v(t)developed across a resistor R, producing a current i(t). The instantaneous power 
dissipated in this resistor is defined by 

Define the total energy of the continuous-time signal x( t) as 

Ὁ= lim
ὝO Њ

ὼ2
Ὕ/ 2

Ὕ/ 2

ὸὨὸ 

  

= lim
ὲO Њ

ὼ2
Њ

Њ

ὸὨὸ 

 and its time-averaged, or average, power as

 
          

ὖ= lim
ὝO Њ

1

Ὕ
ὼ2

Ὕ/ 2

Ὕ/ 2

ὸὨὸ 

 

From  above equation,  we readily  see that  the time-averaged   power  of a periodic  signal 

x(t)  of fundamental   period  T is  given by

  

ὖ=
1

Ὕ
ὼ2

Ὕ/ 2

Ὕ/ 2

ὸὨὸ 

 
The  square  root  of the average  power  P is called the root mean-square (rms) value  of the 
periodic  signal x( t). 
In the case of a discrete-time   signal x[n], the integrals in above equations are replaced by 

corresponding   sums. Thus, the total energy of x[ n]  is defined  by 

  Ὁ= ὼ2[ὲ]

Њ

ὲ= Њ

 

and its average  power  is defined  by 

  ὖ= lim
ὲO Њ

1

2ὔ+ 1
ὼ2[ὲ]

ὔ

ὲ= ὔ

 

 

 

 

 

A signal is referred to an energy signal if and only if the total energy is finite .i.e.,                 

0 < E < Ð  

 

A signal is referred to an power signal if and only if the average power is finite .i.e.,              

0 < P < Ð  

Note: Energy signal has zero time average power and power signal has infinite energy. 

 

 

 



 

Example: x(n) = (- 0.5) 
n
u[n]  

Solution: 

  Ὁ= В ὼ2[ὲ]Њ
ὲ= Њ =  В 0.25ὲ=  Њ

ὲ= 0
1

1 0.25  
=  

4

3 
 < Ð 

  ὖ= limὲO Њ
1

2ὔ+ 1
В ὼ2[ὲ]ὔ
ὲ= ὔ  = limὲO Њ

1

2ὔ+ 1
В 0.25ὲὔ
ὲ= 0  = 

1

2Њ+ 1
В 0.25ὲὔ
ὲ= 0   = 0 

We got power zero and finite energy. Hence it is an energy signal.   

5. Deterministic signals and random signals: 

 
The deterministic signal is a signal about which there is no uncertainty with respect to 

its value at any time. The deterministic signals may be modeled as completely specified 

function of time. 

Example:  x(t) = cos
2
(2ˊt) 

A random signal is a signal about which there is uncertainty before it occurs.                                                          

Example: The electrical noise generated in the amplifier of a radio or television 

receiver. 

 
Basic Operations of Signals 

 
Operation performed on independent variable: 
 

Time Shift 

For any t
0 and n

0  , time shift is an operation  defined as 

x(t)    x(t - t
0 ) 

x[n]      x[n - n
0
]. 

 
 
 
 
 

If  t
0 > 0, the  time shift is known as ñdelayò.   If  t

0  < 0, the  time shift is known 

as ñadvanceò. 

Example. In Fig. given below, the left image shows a continuous-time signal 

x(t). A time- shifted version x(t - 2) is shown in the right image. 

 

 

 

 
 

Figure: An example of time shift. 
 

 

Time Reversal 
 

Time reversal is defined as 

 
 
 

x(t)    x(-t) 

x[n]     x[-n], 

 

 
 
 

 

which can be interpreted as the ñflip over the y-axisò. 
 

 



 

Example: 
 

 
 

Figure: An example of time reversal. 
 
 

 
Time Scaling 
 

Time scaling is the operation where the time variable t is multiplied by a constant a: 

x(t)   x(at),     a > 0                                            

 If  a > 1, the time scale of the resultant signal is ñdecimatedò (speed up).   

 If  0 < a < 1, 

the time scale of the resultant signal is ñexpandedò  (slowed down). 

 

 
 

Figure : An example of time scaling. 

 

 

Decimation and Expansion 
 

Decimation and expansion are standard discrete-time signal processing operations. 
 

Decimation is defined as  
 

   yD [n]  =  x[M n], for some integers M                                                    
 

Where, M is the decimation factor. 

 

 

Expansion is defined as 
 

        x[ 
ὲ

ὒ
] , n = integer multiple of L 

yE [n] =    

      0,             otherwise. 
 

 

Where, L is the expansion factor.
 

 



 

 
 

Figure 1.8: Examples of decimation and expansion for M = 2 

and L = 2. 
 
 

 
Combination of Operations 

Generally, linear operation (in time) on a signal x(t) can be expressed as                

y(t) = x(at-b). The recommended method is ñShift, then Scaleò. 

 

 

Example: The signal x(t) shown in Figure of sketch x(3t - 5). 
 

 

 
 

Figure: An example of Shift, then Scale  
 

 
 

Operation performed on dependent variable: 

 

Amplitude scaling: 

Let x(t) denote a continuous time signal 

  By amplitude scaling, we get y(t) = cx(t) 

Where, c is the scaling factor. 

Example: An electronic amplifier, a device that performs amplitude scaling. 

For discrete time signal y[n] = cx[n]    

Amplitude addition: 

Let x1(t) and x2(t) is a pair of continuous time signal 

By adding these two signals, we get y(t) = x 1(t)  + x2(t)   

Example: An audio mixture 

For discrete time signal, y[n] = x 1[n] + x 2[n]      



 

Amplitude multiplication: 

Let x1(t) and x2(t) is a pair of continuous time signal 

By multiplying these two signals, we get y(t) = x 1(t)  x2(t)   

Example: An AM radio signal, in which 

  x1(t) is an audio signal  

  x2(t) is an sinusoidal carrier wave  

For discrete time signal, y[n] = x1[n] x2[n]     

Differentiation: 

y(t)  
Ὠ

Ὠὸ
 ὼ(ὸ) 

Example: Voltage across an inductor L Ą v(t)  
Ὠ

Ὠὸ
 Ὥ(ὸ)  

Integration: 

y(t) =᷿ ὼ†Ὠ†
ὸ

Њ
 

Example: Voltage across a capacitor C Ą y(t) = 
1

ὅ
᷿ Ὥ†Ὠ†
ὸ

Њ
 

Elementary Signals 
 

Several elementary signals feature prominently in the study of signals and systems. These are 

exponential and sinusoidal signals, the step function, the impulse function, and the ramp 

function, all of which serve as building blocks for the construction of more complex signals 

Exponential Signals 
 

A real exponential signal, in its most general form, is written as 

x(t)  =  Be
at
,                                                      

where both B and a are real parameters. The parameter B is the amplitude of the exponential 

signal measured at time t = 0. Depending on whether the other parameter a is positive or 

negative, we may identify two special cases: 

     

           Fig:  Growing exponential, for a > 0         Decaying exponential, f o r a < 0 

In discrete time, it is common practice to write a real exponential signal as x[n] = Br
n
 

 



 

                

                  Fig:   Growing exponential for r > 1             Decaying exponential for 0 < r <1  

 
 
Impulse functions 

 
The discrete-time version of the unit impulse is defined by 
 

             ŭ [n] = 
1,
0,

    n=0
n 0

                                                              

 
Fig: Discrete time form of unit impulse 

 
The continuous-time version of the unit impulse is defined by the following pair of relations:

       

 ŭ (t) = 0 for t Í 0
    

                           and  ᷿ =ὸὨὸ ‏ 1
Њ

Њ
 

 

 

 

       Fig: Continuous time form of unit impulse 

 

Above equation says that the impulse ŭ (t) is zero everywhere except at the origin. Equation says that 
the total area under the unit impulse is unity. The impulse ŭ (t) is also referred to as the Dirac delta 
function. 

 

Step function: 

The discrete-time version of the unit- step function is defined by: 

 

                             

 

              ŭ (t) 

 

 

 1 

 

 

 

 

                       0                         t 



 

The continuous-time version of the unit- step function is defined by: u(t) =   
1,
0,

      t> 0
t< 0

    

 

               

Ramp function: 

The integral of the step function u(t) is a ramp function of unit slope. 

       

Fig: Ramp function of unit slope 

   The discrete-time version of the unit- ramp function is defined by: r[n] =   
n,
0,      

n 0
n< 0

    

                      

Introduction to Systems 

 
¶ Systems are used to process signals to allow modification or extraction of 

additional information from the signal. 

¶ A system may consist of physical components (hardware realization) or an 

algorithm (operator) that computes the output signal from the input signal. 

¶ A physical system consists of inter-connected components which are characterized 

by their input-output relationships. 
  

Figure 2.1: Continuous-time and discrete-time systems: Here H & T are operators. 

 
 
 

 

H T  = Hx(t)    = Tx(n)   



 

Properties of systems: (Classification of systems): 

 
1   Static (Memoryless) & Dynamic (with memory): 

 

Static:  A system is static if  the output at time t (or n)  depends only on the input at time t (or 

n). 
 

Examples: 
 

1. y(t) = (2x(t) - x2(t))2 is memoryless, because y(t) depends on x(t) only. There is no x(t - 
1), or x(t + 1) terms,  for example. 

 

2. y[n] = x
2
[n] is memoryless.  In fact, this system is passing the input to output directly, 

without any processing. 

3. Current flowing through a resistor i.e., i(t) = 
1

Ὑ 
 v(t) 

 Dynamic: A system is said to possess memory if its output signal depends on past or future values of 

input. 

Example: 

  1. Inductor and capacitor, since the current flowing through the inductor at time ótô depends on the all 

past values of the voltage v(t) i.e., i(t)  = 
1

ὒ 
᷿ ὺ(†)Ὠ†
ὸ

Њ
 and v(t)  = 

1

ὅ 
᷿ Ὥ(†)Ὠ†
ὸ

Њ
  

  2.  The moving average system given by y(n)= 
1

3
 (x[n]+x[n-1]+x[n-2]) 

 

2   Stable & unstable system: 

 
¶ A system is said to be bounded-input, bounded-output (BIBO) stable if and only 

if every bounded input results in a bounded output, otherwise it is said to be 

unstable. 

¶ If for |x(t)| Ò Mx < Ð for all t, output is |y(t)| Ò My < Ð for all t; where Mx & M y 

are some finite positive number.  

 

Example:  1. y(t) = x (t-3) is a stable system. 

      2. y(t) = t x(t) is an unstable system. 

 3. y[n] = e
x[n]

 is a stable system. 

 

               Assume that |x(n)| Ò Mx < Ð, for all ótô 

                   y[n] = e
x[n]

 = e
Mx

 = finite  Ą Stable 

 

4. y[n] = r
n 
x[n], where r > 1 

 

                Assume that |x(n)| Ò Mx < Ð, for all ótô, then 

                    |y[n]| = |r
n 
x[n]| = |r

n
| |

 
x[n]| 

                                       as ónô Ą Ð   |r
n
|  ĄÐ 

                                       so  y[n]ĄÐ hence unstable. 

 

3   Causal and non-Causal system: 

 
      Causal: A system is said to be causal if the present value of output signal depends 

only on the present or past values of the input signal. A causal system is also known as 

physical or non-anticipative system. 

Example:1. The moving average system given by y(n)= 
1

3
 (x[n]+x[n-1]+x[n-2]) 

         2.  y(t) = x(t)cos 6t  

 



 

Note: i)  Any practical system that operates in real time must necessarily be causal. 

ii)  All static systems are causal.   

  

Non-Causal: A system is said to be non-causal if the present value of output 

signal depends on one or more future values of the input signal. 

Example:1. The moving average system given by y(n)= 
1

3
 (x[n]+x[n-1]+x[n+2]) 

 

4   Time invariant and time variant system: 

 Time  invariant:  A system is time-invariant if  a time-shift of the input signal results in 

the same time-shift of the output signal.   
 

 That  is, if  

x(t)  y(t), 

then the system is time-invariant if  
 

x(t - tO)  y(t - tO), for any tO .     

 

. 

 

 
 

Figure 2.2: Illustration of a time-invariant system. 
 

 

Example 1. 

The system y(t) = sin[x(t)] is time-invariant 

Proof.  Let us consider a time-shifted signal x1 (t) = x(t - tO).  Correspondingly, we let y1(t) be 

the output of x1(t).  Therefore, 
 

y1(t) = sin[x1(t)] = sin[x(t - tO)]. 
 

Now, we have to check whether y1 (t) = y(t - tO).  To show this, we note that 
 

y(t - tO) = sin[x(t - tO)], 

 
which is the same as y1 (t). Therefore, the system is time-invariant. 

 

Time variant:  A system is time-variant if  its input ïoutput characteristic changes with time. 

 

Example 2: 

The system y[n] = nx[n] is time-variant. 
 

 

Proof: Output for a time shifted input is    

     y[n] | x(n-k) = nx(n-k) 

then the same time shifted output is 

     y(n-k) = (n-k)x(n-k) 

the above two equations are not same. Hence it is time variant.  

 

 



 

4   Linear and non-linear system: 

 
Linear system: A system is said to be linear if it satisfies two properties i.e.; superposition & 

homogeneity. 

Superposition: It states that the response of the system to a weighted sum of signals 

be equal to the corresponding weighted sum of responses (Outputs of the system to 

each of the individual input signal. 

For an input x(t) = x1(t), the output y(t) = y1(t)  

      and input x(t) = x2(t), the output y(t) = y2(t) 

then, the system is linear if & only if 

 T [a1x1(t) + a2x2(t)] = a1T  [x1(t)] + a2T  [x2(t)] 

Homogeneity: If the input x(t) is scaled by a constant factor óaô, then the output y(t) is also scaled by 

exactly the same constant factor óaô. 

For an input x(t) Ą output y(t)  

      and input x1(t) = ax (t)Ąoutput y1(t) = ay(t) 

 Example 1: 
The system y(t) = 2 x́(t) is linear.  To see this, letôs consider a signal 

 
x(t) = ax1(t) + bx2(t), 

 

where y1(t) = 2 x́1(t) and y2(t) = 2 x́2(t).  Then 
 

ay1(t) + by2(t) = a (2 x́1(t)) + b (2 x́2(t)) 

= 2 ́[ax1 (t) + bx2(t)] = 2 x́(t) = y(t). 
 

Example 2. 

The system y[n] = (x[2n])
2  

is not linear.  To see this, letôs consider the signal 
 

x[n] = ax1[n] + bx2[n], 
 

where  y1[n]  = (x1 [2n])
2   

and  y2[n]  = (x2 [2n])
2
.   We  want  to  see whether  y[n]  = 

ay1 [n] + by2 [n]. It holds that 
 

 

 

ay1 [n] + by2 [n] = a (x1[2n])
2  
+ b (x2[2n])

2 
. 

 

However, 
 

y[n] = (x[2n])2  = (ax1 [2n] + bx2[2n])
2 
= a2(x1[2n])2  + b2 (x2[2n])2  + 2abx1[n]x2 [n]. 

 
 

5   Invertible and non-invertible system: 

 
 A system is said to be invertible if the input of the system can be recovered from the 

output. 

Let the set of operations needed to recover the input represents the second system 

which is connected in cascade with the given system such that the output signal of the 

second system is equal to the input applied to the given system. 

 



 

Let    H      Ąthe continuous time system 

 x(t)    Ąinput signal to the system 

 y(t)    Ąoutput signal of the system 

 H
inv

   Ąthe second continuous time system 

 

         x(t)   y(t)              x(t) 

 

The output signal of the second system is given by 

  H
inv

{y(t)} = H
inv

{Hx(t)}  

        = H
inv

H{x(t)}  

For the output signal to equal to the original input, we require that  

              

 

 Where óIô denotes the identity operator. 

The system whose output is equal to the input is an identity system. The operator H
inv

 must satisfy the 

above condition for H to be an invertible system. Cascading a system, with its inverse system, result in an 

identity system. 

Example:  

An inductor is described by the relation 

   y(t)  = 
1

ὒ 
᷿ ὼ(†)Ὠ†
ὸ

Њ
 is an invertible system 

because, by rearranging terms, we get 

   x(t) = L 
Ὠ

Ὠὸ 
 y(t) , 

which is the inversion formula. 

Note:i) A system is not invertible unless distinct inputs applied to the system produce distinct outputs. 

ii) There must be a one to one mapping between input and output signal for system to be invertible. 

Non-invertible System: When several dibfferent inputs results in the same output, it is impossible to 

obtain the input from output. Such system is called a non-invertible system. 

Example: A square-law system described by the input output relation 

   y(t) = x
2
(t),  is non-invertible, 

 because distinct inputs x(t) & -x(t) produce the same output y(t) [not distinct output]. 

 

Linear ïtime convolution system (LTI)  
 

 

Linear time invariant (LTI) systems are good models for many real-life systems, and they have 

properties that lead to a very powerful and effective theory for analyzing their behavior.  The LTI 

systems can be studied through its characteristic function, called the impulse response. Further, any 

arbitrary input signal can be decomposed and represented as a weighted sum of unit sample sequences. 

As a consequence of the linearity and time invariance properties of the system, the response of the 

H H
inv

 

 H H
inv 

= I  



 

system to any arbitrary input signal can be expressed in terms of the unit sample response of the 

system. The general form of the expression that relates the unit sample response of the system and the 

arbitrary input signal to the output signal, called the convolution sum, is also derived. 

 

Resolution of a Discrete-time signal into impulses: 

Any arbitrary sequence x(n) can be represented in terms of delayed and scaled impulse sequence ŭ(n). 

Let x(n) is an infinite sequence as shown in figure below. 

 

 

   

 
 
  
 

 
 

Figure 1.13: Representing of a signal x[n]  using a train of impulses ŭ[n - k]. 

 

The sample x(0) can be obtained by multiplying x(0), the magnitude, with unit impulse 

ŭ(n)  

  i.e.,  x[n] ŭ[n] =   
ὼ(0),

0,
      ὲ= 0
ὲ 0

    

Similarly, the sample x(-3) can be obtained as shown in the figure. 

  i.e.,  x[-σ  ɿ Î σ    
ὼ( 3),

0,
      ὲ= 3
ὲ 3

  

In the same way we can get the sequence x[n]  by summing all the shifted and scaled 

impulse function 

  i.e.,  x[n] = é. x[-3] ŭ[n+3] + x[-2] ŭ[n+2] + é. + x[0] ŭ[n] + é.+ x[4 ] ŭ[n-4]é 

       =  В ὼὯ‏(ὲ Ὧ)Ð
Ὧ= Ð  

Impulse response and convolution sum: 

Impulse response: A discrete-time system performs an operation on an input signal 

based on predefined criteria to produce a modified output signal. The input signal x[n] is 

ǒǒǒ 

 

ǒǒǒ 

 



 

the system excitation, and y[n] is the system response. The transform operation is shown 

in the figure below. 

               x[n]                  y[n]=T[x[n]]      

          

 

 

If the input to the system is the unit impulse i.e., x[n] = ŭ[n], then the output of the 

system is known as impulse response represented by h[n] where 

   h[n] = T [ŭ[n]] 

Response of LTI system to arbitrary inputs: The convolution sum  

 

From the above discussion, we get the response of an LTI system to an unit impulse as 

the impulse response h[n] i.e., 

   ŭ[n]         h[n]  

         ŭ[n-k]          h[n-k] , by time invariant property 

      x(k)ŭ[n-k]          x(k)h[n-k] , by homogeneity principle 

     В ὼ(Ὧ)‏[ὲ ὯЊ
Ὧ= Њ ]          В ὼ(Ὧ)Ὤ[ὲ ὯЊ

Ὧ= Њ ] , by super position 

As we know the arbitrary input signal is a weighted sum of impulse, the LHS = x[n] 

having a response in RHS =  y[n] known as convolution summation. 

i.e., x[n]      y[n] 

 

In other words, given a signal x[n] and the impulse response of an LTI system 

h[n], the convolution between x[n] and h[n] is defined as
 

ώὲ= ὼ(Ὧ)Ὤ[ὲ Ὧ]

Њ

Ὧ= Њ
 

 

We denote convolution as y[n] = x[n]  h[n]. 
 

 Equivalent form: Letting m = n - k, we can show that 

ὼ(Ὧ)Ὤ[ὲ Ὧ]

Њ

Ὧ= Њ

=  ὼ(ὲ ά)Ὤ[ά]

Њ

ά= Њ

= ὼ[ὲ Ὧ]Ὤ[Ὧ]

Њ

Ὧ= Њ
 

 

 
Properties of convolution: 
 
The following ñstandardò properties can be proved easily: 

1. Commutative: x[n]  h[n] = h[n]  x[n] 

2. Associative:  x[n]  (h1[n]  h2[n]) = (x[n]  h1 [n])  h2 [n] 

3. Distributive:  x[n]  (h1 [n] + h2 [n]) = (x(t)  h1[n]) + (x[n]  h2[n]) 

T 



 

How to Evaluate Convolution? 
 

To evaluate convolution, there are four basic steps: 
 

1. Fold                          3. Multiply 
    

2. Shift    4. Summation 
 
 

Example1:  Consider the signal x[n]  and  the  impulse response h[n] shown below. 
 

 

 
 

 

Letôs compute the output y[n] one by one. First, consider y[0]: 
 

ώέ= ὼὯὬ0 Ὧ=  

Њ

Ὧ= Њ

ὼὯὬ Ὧ=  1

Њ

Ὧ= Њ

Note that  h[-k] is the flipped version of h[k], and В ὼὯὬ Ὧ=  1Њ
Ὧ= Њ  is the multiply-

add between x[k] and h[-k]. 

 

To calculate y[l],  we flip  h[k] to get h[-k], shift h[-k] go get h[l-k], and multiply-add

to get В ὼὯὬ1 Ὧ Њ
Ὧ= Њ . Therefore  

 

ώ1 = ὼὯὬ1 Ὧ=  

Њ

Ὧ= Њ

ὼὯὬ1 Ὧ=  1 × 1 + 2 × 1 = 3

Њ

Ὧ= Њ

 
The calculation is shown in the figure below. 

 

 
 

  System Properties  
 

With the notion of convolution, we can now proceed to discuss the system 

properties in terms of impulse responses. 
 

 



 

Memoryless 
 

A system is memoryless if  the output depends on the current input only. An 

equivalent statement using the impulse response h[n] is that: 
 

An LTI system is memoryless if  and only if  
 

h[n] = aŭ[n], for some a.                                        

Invertible 
 

An LTI system is invertible if  and only if  there exist g[n] such that 
 

h[n]  g[n] = ŭ[n].  

                                                  
 

 
 

Causal 
 

 

An LTI system is causal if  and only if  
 

h[n] = 0,      for al l n < 0.                                          
 

Stable 
 

An LTI system is stable if  and only if  

ȿὬὯȿ<  Њ

Њ

Ὧ= Њ

 
 

 

Proof: Suppose that  В ȿὬὯȿ< ЊÐ
Ὧ= Ð . For any bounded signal |x[n]| Ò B, the output is   

 

  |ώὲ| ὼὯὬ[ὲ Ὧ]

Њ

Ὧ= Њ

 

    

            = ȿὼὯȿ.|Ὤὲ Ὧ|

Њ

Ὧ= Њ

 

            ὄ. |Ὤὲ Ὧ|

Њ

Ὧ= Њ

 

Therefore, y[n] is bounded. 



 

Continuous-time Convolution 
 

The continuous-time case is analogous to the discrete-time case.  In continuous-

time signals, the signal decomposition is 

    

ὼὸ= ὼ†
Њ

Њ

ὸ‏ †Ὠ† 

 

and consequently,  the continuous  time convolution is defined as 

ὸ= ὼ†
Њ

Њ

Ὤὸ †Ὠ† 

                                          

Example: The continuous-time convolution also follows the three step rule: flip, shift, 

multiply- add.  Let us consider the signal x(t) = e-at u(t) for a > 0, and impulse response 

 h(t) = u(t). The output y(t) is 

Case A: t > 0:   

ώὸ= ὼ†
Ð

Ð

Ὤὸ †Ὠ† 

     

             = Ὡὥὶό(†)
Ð

Ð

όὸ † 

                                                                   = ὩὥὶὨ†
ὸ

0

 

                                                           = 
1

ὥ
 [1-e

-at
] 

Case B: t  0:  

 
y(t) = 0.

Therefore, 
 

ώὸ=
1

ὥ
 [1 Ὡὥὸ]u(t) 

 

Properties of CT Convolution 
 

The following properties can be proved easily: 

1. Commutative: x(t)  h(t) = h(t)  x(t) 

2. Associative:  x(t)  (h1(t)  h2(t)) = (x(t)  h1(t))  h2(t) 

3. Distributive:  x(t)  [h1(t) + h2 (t)] = [x(t)  h1 (t)] + [x(t)  h2 (t)] 
 

 

Continuous-time System Properties 
 

The following results are analogous to the discrete-time case. 
 

 

Memoryless. 

An LTI system is memoryless if  and only if  



 

h(t) = aŭ(t), for some a 

Invertible. 

An LTI system is invertible if and only if  there exist g(t) such that 

h(t)  g(t) = ŭ(t). 

Causal. 

A system is causal if  and only if  
 

h(t) = 0,     for all t < 0

Stable. 

A system is stable if  and only if  

|Ὤ†|
Њ

Њ

Ὠ†<  Њ 

Interconnection of LTI systems: 

 
1. Parallel connection of LTI System: Consider two LTI systems with impulse 

responses h1(t)and h2(t) connected in parallel as shown in the figure below. The output 

of this connections of systems, y(t), is the sum of the outputs of the two systems i.e., 

    y(t)= y1(t)+ y2(t)=  x(t)  h1(t)+ x(t)  h2(t)  

         = x(t)  [h1(t)+  h2(t)] 

Identical results hold for the discrete time case. 

 

    x(n)  h1(n)+ x(n)  h2(n) = x(n)  [h1(n)+  h2(n)] 

 

     

 Fig: Parallel interconnection of two LTI system & its equivalent systems 

 

2. Cascade connection of LTI System: Consider the cascade connection of two LTI 

systems as shown in the figure. The output of this connection of systems 

 

   y(t)= { x(t)  h1(t)  h2(t)} 

Using associative property of convolution, we get 

   y(t)= x(t) { h1(t)  h2(t)} 

 



 

    
 

Fig: Cascade Interconnection of two LTI system & its equivalent systems 

 

Step response: Step input response are often used to characterize the response of an 

LTI system to sudden changes in the input. It is defined as the output due to a unit step 

input signal. 

Let h[n] be the impulse response of a discrete-time LTI system and s[n] be the step 

response. 

Then,   s[n] = h[n]  u[n] 

                             = В ὬὯό[ὲ Ὧ]Њ
Ὧ= Њ  

Now, as u[n-k] = 0 for k > n and u[n-k] = 1 for k Ò n, 

ί[ὲ] = ὬὯ

Њ

Ὧ= Њ

 

 

i.e., the step response is the running sum of the impulse response. Similarly, the 

step response s(t) of a continuous-time system is expressed as the running 

integral of the impulse response: 

 

ίὸ= Ὤ†Ὠ†
ὸ

Њ

 

 

Note: These relationships may be inverted to express the impulse response in terms of 

the step response as 

 

    h[n] = s[n] ï s[n-1]  

 

   and,     h(t) = 
Ὠ

Ὠὸ
 ί(ὸ) 

 



 

Fourier Representations for Signals 
 
 

In this chapter, the signal is represented as a weighted superposition of complex sinusoids. 

If such a signal is applied to an LTI system, then the system output is a weighted 

superposition of the system response to each complex sinusoid. Representing signal as 

superposition of complex sinusoids not only leads to a useful expression for the system 

output, but also provides an insightful characterization of the signals and systems.  The 

study of signals and systems using sinusoidal representation is known as Fourier analysis 

named after Joseph Fourier.  

Basing on the periodicity properties of the signal and whether the signal is discrete or 

continuous in time, there are four different types of Fourier representations, each 

applicable to a different class of signals. 

 

Complex sinusoids and frequency response of LTI systems: 

 
 The response of an LTI system to a sinusoidal input leads to a characterization of system 

behavior termed as frequency response of the system. This characterization is obtained in 

terms of the impulse response by using convolution and a complex sinusoidal input signal. 

Let us consider the output of a discrete-time LTI system with impulse response h[n] and 

unit amplitude complex sinusoidal input x[n] = e 
jɋn

 . This output is given by: 

ώὲ= ὬὯὼὲ Ὧ

Њ

Ὧ= Њ

 

         = Ὤ[Ὧ]

Њ

Ὧ= Њ

ὩὮ (ὲ Ὧ)  

 

We factor e 
jɋn 

from the sum to get 

ώὲ= ὩὮ ὲ ὬὯ

Њ

Ὧ= Њ

ὩὮ Ὧ 

 

= H(ὩὮ )ὩὮ ὲ 

Where we have defined  

 

Ὄ(ὩὮ ) = ὬὯ

Њ

Ὧ= Њ

ὩὮ Ὧ 

Hence, the output of the system is a complex sinusoid of the same frequency as the input, 

multiplied by the complex number Ὄ(ὩὮ ) . The relationship is shown in figure below: 

 

 
 

The complex scaling factor Ὄ(ὩὮ ) is not a function of time n, but only is a function of 

frequency ɋ and is termed the frequency response of the discrete-time system.  

The results obtained for continuous-time LTI system is similar to the above. 



 

Let the impulse response of such a system be h(t) and the input be x(t) = e 
jɤt

. Then the 

convolution integral gives the output as 

 
 

Where we define, 

 
 

The above equation is referred to as frequency response of the continuous time system. 

Writing the complex valued frequency response H(jɤ) in polar form 

 

H(jɤ) = |H(jɤ)|e 
jű 

Where,  

|H(jɤ)| => magnitude response  

And, ű => phase response = arg{H(jɤ)}  

 

Example: The impulse response of the system given the figure below is 

 

 
 

 

 
 

Find an expression for the frequency response and plot the magnitude and phase response. 

 

Solution: Substituting h(t) in equation of  H(jɤ), we get 



 

 
 

The magnitude response is:  

 
 

 While the phase response is  

arg{H(jɤ)} = - arctan(ɤRC) 

 

 

 
 

      Fig:  (a) Magnitude-response               (b) Phase-response 

 

 

Eigenvalue and Eigenfunctions of an LTI System 

 
Definition :  For an LTI system, if  the output is a scaled version of its input, then the 

input function is cal led an eigenfunction of the system.  The scaling factor is cal led the 

eigenvalue of the system. 

We take the complex sinusoid ɣ(t) =  e 
jɤt

 is an eigenfunction of the LTI system H 

associated with the eigenvalue ɚ = H(jɤ), because ɣ satisfies an eigenvalue problem 

described by 

H{ɣ(t)} = ɚɣ (t) 



 

The effect of the system on an eigenfunction input signal is scalar multiplication. The 

output is given by the product of the input and a complex number. This eigen 

representation is shown in the figure below. 

 

 
 

Fourier representation of four classes of signals: 

¶ There are four distinct Fourier representations, each applicable to a different class of 

signals. 

¶ The Fourier series (FS) applies to continuous time periodic signal, and the discrete -

time Fourier series (DTFS) applies to discrete time periodic signal. 

¶ The Fourier transform (FT) applies to a signal that is continuous in time and 

nonperiodic. 

¶ The discrete-time Fourier transform (DTFT) applies to a signal that is discrete in 

time and nonperiodic. 

Relationship between time properties of a signal and the appropriate Fourier representation 

is given below: 

 
 

Continuous-time periodic signals: The Fourier series 
 

Continuous-time periodic signals are represented by the Fourier series (FS). We may write 

the FS of a signal x(t) with fundamental period T and fundamental frequency ɤ0 = 2ˊ/T, as 

  

 

                           Where,                    

are the FS coefficient of the signal x(t). We say that x(t) and X[k] are an FS pair and denote 

this relationship as  

 
The Fourier series coefficients are known as the frequency-domain representation of 

x(t),because each FS coefficient is associated with a complex sinusoid of different 

frequency. 

In the representation of the periodic signal x(t) by the Fourier series, the issue arises, is  

whether or not the series converges to x(t) for each value of t, i.e., whether the signal x(t) 

and its FS representation are equal at each value of t. 



 

The Dirichlet conditions guarantee that the FS will be equal to x(t), except at the value of t 

for which  x(t) is discontinuous. At these values of t, FS converges to the mid-point of the 

discontinuity. The Dirichlet conditions are: 

 

1. The signal x(t) has a finite number of discontinuities in any period. 

2. The signal contains a finite number of maxima and minima during any period. 

3. The signal x(t) is absolutely integrable (bounded) i.e.,  

ȿὼὸȿὨὸ< Њ
Њ

Ὕ

 

 If x(t) is periodic and satisfies the Dirichlet condition, it can be represented in FS. 

 

Direct calculation of FS coefficients: 

 
Example: Determine the FS coefficient for signal x(t) 

 

 

 
Solution: Time period T = 2, Hence, ɤ0 = 2ˊ/2 = ˊ. On the interval 0 Ò t Ò 2, one period of 

x(t) is expressed as x(t) = e
-2t

. So,
 
 

 
 

We evaluate the integral to get 

 

 
 



 

 
 

Fig: Magnitude and phase response of X[k] 

 

 

Calculation of FS coefficients by inspection: 

 
Example: Determine the FS representation of the signal 

x(t) = 3 cos (́ t/2 + ́ /4) 

 

Solution: Time period T = 4, So, ɤ0 = 2ˊ/4 = ˊ/2. We may write FS of a signal x(t) is, 

 

 
 

Using Eulerôs formula to expand the cosine, gives 

 

 
  

Equating each term in this expansion to the terms in equation of x(t) gives the FS 

coefficient: 

 
 

 

The magnitude and phase spectra are shown below. 

 



 

 
 

Figure: Magnitude and phase spectrum 

 

Example: Find the time domain signal x(t) corresponding to the FS coefficient 

 

 
Assume that fundamental period T = 2. 

 

Solution: Substituting the values given for X[k] and ɤ0 = 2ˊ/2 = ˊ into equation x(t) gives 

 

 
 

The second geometric series is evaluated by summing from l = 0 to l =  Ð, and subtracting 

the l = 0 term.  The result of summing both infinite geometric series is 

 

 
 

Putting the fractions over a common denominator results in 

 

 
 

Discrete-time periodic signals: The discrete-time Fourier series 
 

Discrete-time periodic signals are represented by the discrete-time Fourier series (DTFS). 

We may write the DTFS of a signal x[n] with fundamental period N and fundamental 

frequency ɋ0 = 2ˊ/N, as 

 
 

Where 

 
 

Are the DTFS coefficient of the signal x[n].We say that x[n] and X[k] are a DTFS pair and 

denote this relationship as  

 



 

 

The DTFS coefficients are known as the frequency-domain representation of x[n], because 

each DTFS coefficient is associated with a complex sinusoid of different frequency.  
 
Direct calculation of DTFS coefficients: 

 
Example: Determine the DTFS coefficient for signal x[n] shown 

 
 

Solution: The signal has a period N = 5, so ɋ0 = 2ˊ/5. As the signal also has odd symmetry, 

it can be sum over n =-2 to n =2 in the equation and we get, 

                     
 

Using the values of x[n], we get 

 
From the above equation, we identify one period of DTFS coefficients X[k], k=2 to k=-2, in 

rectangular and polar coordinates as 

 

                                               
 

 

 
 

Fig: Magnitude and Phase Response of X[k] 

 



 

The above figure shows the magnitude and phase of X[k] as functions of the frequency 

index k. 

 Now suppose we calculate X[k] using n = 0 to n =4 for the limits on the sum in eqn.of X[k] 

to obtain 

 

 
 

Calculation of DTFS coefficients by inspection: 

 

Example: Determine the DTFS coefficients of the signal 

 

x[n]  =  cos (́ n/3 + ű) 

 

Solution: Time period N=6.We expand the cosine by using Eulerôs formula as 

 

 
 

Now comparing with the DTFS equation with ɋ0= 2ˊ/6=ˊ/3, written by summing from      

k= -2 to 3 

 
 

 

Equating the terms, we get 

 
 

 

The magnitude and phase spectrum is given below 

 

 



 

 
The Inverse DTFS: 

 
Example: Determine the time signal x[n] from the DTFS coefficients given in figure below 

 

 
 

Solution: The DTFS coefficients have period = 9, hence ɋ0=2ˊ/9. It is convenient to 

evaluate x[n]  over the interval k = -4 to k = 4 to obtain 

 

 
 

 

 
Continuous-time nonperiodic signals: The Fourier transform 

 

The Fourier transform is used to represent a continuous-time nonperiodic signal as a 

superposition of complex sinusoids. We know that the continuous nonperiodic nature of a 

time signal implies that the superposition of complex sinusoids used in the Fourier 

representation of the signal involves a continuum of frequencies ranging from -Ð to Ð. So 

the FT representation of a continuous-time signal involves an intyegral over the entire 

frequency interval; i.e., 

 
Where, 

 
 
Example1. FT of a real decaying exponential: 

 

 Find the FT of x(t) = e
-at

u(t) shown in the figure below. 

 


