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PHASE TRANSFORMATIONS & HEAT TREATMENT

Course Objective

The aim of this course is to gain an understanding of the role of phase transformaidn

heat treatment on the development of microstructure and properties of metatecials. The

course will highlight a number of commercially-significant applications wheres@

S

ha

transformations due to heat treatment are important.

Course Overview

Thermodynamics of phase transformations; solidification of pure metals &nd;athermal
supercoolin; constitutione supercoolin; interface stability; solute redistributior; Solid state
transformations : nucleation and growth of phases; diffusion mechanisnmsfdamaation
kinetics; transformation diagrams. Diffusional and Diffusionless transtions:

decomposition of solid solutions; ordering reactions, spinodal decomposition¢t@die

bainitic, martensitic transformations Heat treatment processes, moaté&lardenability ang
Cast Irons.
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Learning Outcomes

Enhanced critical thinking, analytical and problem solving skills in malerscience an

engineering. An understanding of the principles underlying liquid-to solid and salidshase

transformations in a range of materials. An understanding of the importance ot
transformations w.r.t. heat treatment for controlling microstructurel zpropertiegs i
engineering alloys.
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Classification of materials

Composites: have two (or more)
solid components; usually one is
matrix and other is a reinforceme

A
Nt

Materials
Monolithic|  [Hybridg —
Metals (& Alloys) [« » Composite /
Ceramics & Glasse%!—
» Sandwich
Polymers (& Elastomer |«
» Lattice
o 7 ///////ﬁ

A 4

o o
Segment %/
&

Segmented Structures: are
divided in 1D, 2D or 3D
(may consist of one or
more materials).

Sandwich structures: have a
material on the surface (one
or more sides) of a core
material

Lattice* Structures: typically a
combination of material and spac
(e.g. metallic or ceramic forms,

aerogels etc.).

Hybrids are
designed to improvge
certain properties df
monolithic material$

*Note: this use of the word 'lattice' should notdmnfused with the use of the word in connectidh erystallograghy.
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Length scales in metallurgy

 Casting
Thermo-mechanical  * Metal Forming
Treatments * Welding _
Crystal « Powder Processing
5 1 « Machining
Atom » Structure > Microstructure \Component
v
Electrc- 4 D
magnetic Phases |+|| Defects||+| Residual Stress
& their distribution ‘\\
U Structure could imply two types of structure: e \/acancies

» Crystal structure

> Electromagnetic structure « Dislocations

» Fundamentally these aspects are two sides of tme sa * Twins
coin « Stacking Faults

O Microstructurecan be defined as: e Grain Boundaries
(Phases- Defect Structure- Residual Stressind their « \0ids

distributions

L Microstructure can be ‘tailored’ ipermo-mechanical
treatments

* Cracks

9
Processing determines shape and microstructureaainaponent



Dislocation Stress fielt

Angstroms _, Nanometers Microns Centimeters
Unit Cell' — Crystalline Defect$— Microstructur » Component
Grain Size /

| | | | | | | | |
10" 10° 10 10" 10° 10° 10" 10° 10° 10" 10"
< Metres —>

*Simple Unit Cells 10



Transformations in Materials

Phases Defects Residual stress

[Phases can transfo}m [Defect structures can chaﬂge [Stress state can be alte}ed

Phase Defect structure Stress-state
transformation transformation transformation

Geometrical | Physical

Structural Property

‘ Phase}s {Microstructur%

{Phases Transformations {Microstructural Transformatioﬂ\s
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Classification of Transformations

Classification of
Phase
Transformation:

Thermodynamic:

5 Order of a phase transformation

Ehrenfest, 1930

Mechanisr

Based o

Buerger, 1951

Reconstructive Civilian

Displacive

Military

Non-quenchab|43Athermal—> Rapid

Kinetics

le Chatelier, (Roy 1973)

Quenchable Thermal— Sluggish

12



Classification of Transformations

d The thermodynamic characteristi Eards 1 order
associated with the phase transformati A [
can be used to classify transformations;
this classification methodology, if thetn
derivative of free energy (G) with respect|ti ©
temperature (T) and pressure (P)
discontinuous, it is defined as thé& norder
transformation.

[ As shown in Fig., in transformations such A
melting the first derivative has the
discontinuity; hence, melting is a first ord |
transformation; on the other hand, in sop H !
of the order/disorder transformations, it /
the second derivative  which :
discontinuous, making it the second ord T
transformation.

G

1 Dis H
continutity

No
discontinuity

>
T

Figure: The thermodynamic classification of transforioasi Discontinuity

the first derivative of the free energy ‘G’ with respect to Cp
temperature ‘T’ , that is the enthalpy ‘H’ is discontinuoughe
transformation temperature &s shown in the first column; th :/
second derivative of the free energy with respective| to /
1
T

temperature Cis discontinuous while ‘H’ is not in the seco
column, making the order of transformation second.




Classification of Transformations

Classification of Transformations

!

|

Heterogeneous Transformations
(nucleation and growth)

|

Homogeneous Transformations

Spinodal decomposition

Order-disorder transformation

! ! ! !

GROWTH CONTROLLEL GROWTH CONTROLLED B) GROWTH CONTROLLED BY A THERMAL

BY HEAT TRANSFER HEAT AND MASS TRANSFER THERMALLY ACTIVATED GROWTH
MOVEMENTS OF ATOMS l
Solidification of pure metals Solidification of ajle ‘ Martensite
transformations

SHORT RANGE TRANSPORT]

(interface controlled)

LONG RANGE TRANSPORT

Polymeric transformations
Massive transformations
Recrystallization

Grain growth, etc.

Continuous Reaction Discontinuous Reaction

Precipitation dissolution Eutectoid reactions
Discontinuous precipitation




Classification of Transformations

L Phase transformations can be classified as homogeneous (transformatiamsak@iplace
through spinodal mechanism in which transformation takes place throughout theathateri
and heterogeneous (transformations which take place through nucleation awwth (gr
mechanism in which transformation takes place heterogeneously at a &espin the
material at the start of the transformation).

O Transformations can also be classified as diffusional (or, so c¢alleilian) and
diffusionless (or, so called ‘“military') depending on the mechanism. Wiliar
transformations, the nucleation and growth take place via diffusion assigienic motion.
On the other hand, in the military transformation, the nucleation and gr@idih shear angd
shuffle of atom¢ by less thar one atomic displacemer anc the movemer of all the
participating atoms is coordinated.

O There are transformations which are thermally activated (which ajigiare based on
diffusion) while there are others which are athermal.

J The transformations can also be diffusion controlled or interface controlled.

J Transformations can also be differentiated based on whether theacgerformed are
glissile or nonglissile.

U In some transformations there are compositional changes while in some otleeatharg
composition changes.

O Further, transformations which are diffusional can either involve long randesdif or
short range diffusion. 15




Questions?

8.

9.
10.Consider a transformation in which there is a large volume change duringdraragion.

What is a Phase transformation? How it is depending on Heat treatment?

How do the thermodynamic parameters such as G, H, V gywafy with temperature fo
first and second order transformations

Explain the classification of phase transformations.
What is meant by Glissile transformations?

Can a ferromagnetic to paramagnetic change be described as an oodde
transformation? Explain

Give two examples of phase transformations where the proper control of tistomaation
car resul in differentcombination of propertie.

List the possible differences in the nature of short-range diffusion in a poptm®
transformation versus an order-disorder transformation.

What types of phase changes require long-range diffusion?
In what type of transformation is a composition change not possible?

What is the order of such transformation?

lis

-
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Introduction

O The fields of Thermodynamics and Kinetics are vast oceans and this chaliaetraduce
the bare essentials required to understand the remaining chapters.

O Let us start by performing the following (thought) experiment:

Heat a rod of Al from room temperature to 500~ As expected the rod will expand
(A — B in figure below)

L The expansion occurs becausévad reasons
1> Vibration of atoms (leading to an increase in average spacing bedoeas the
usual reasort)\ﬁ M in figure below)

L 25> Increas in the concentratio of vacancies (a vacanc' is createi wher a Al atorr goe:
to the surface and for everyyvacancies created the volume equal tanit cell is added)w
_ Bin figure below) The 29 reason is a smaller effect in terms of its contribution to the overall
increase in length of the specimen

A

I ——

— Metal eXpandS on

Exaggcrated schematic P heating due t@ different
. - physical reasons!

M

* |t costs energy for the system to put vacandeskien bonds, distortion to the lattice)

18
- then why does the system tolerate vacancies?



Introduction

 Let us next consider the melting of a pure metal at its melpogt (MP) (at
constant T and P} by supplying heat to the sample of metal (so that the metal
sample is only partly molten). At the MP the liquid metal issiquilibrium with the
solid metal.

O The liguid has higher potential energy as well as highertianenergy than thg
solid.

O Then why does the liquid co-exist with the salid

 The answe to this questiot lies in the facl that interna energ) is nol the measur
of stability of the systenfunder the circumstances)

O We will learn in this chapter that it is the Gibbs Free Ener@y. (The molten meta
has higher energy (internal energy and enthalpy), but atfeeh Entropy. So thf
melting is driven by an increase in Entropy of the system. iffodten metal anc
the crystalline solid metal have the samenence they co-exist in equilibrium.

\V

S
—
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Stability and Equilibrium

a

a

o0 O

O

Equilibrium refers to a state- wherein there is a balance of ‘forces™ (as we shall
equilibrium points have zero slope in a energy-parameter plot)

Stability relates to perturbatior{ssually small perturbations** about an equilibrium stg
(as we shall see stable relates to the curvature at the equilibrium points).

Let us start with a simple mechanical systema rectangular blockFigure in next slide)
(under an uniform gravitational potential).

The potential energy (PE) of the system depends on the height of the centre of gravity
The system has higher PE when it rests on face-A, than when it rests eB face
The PE of the system increases when one tilts it from-&€C2 configuration.

In configurations such as C1,C2 & C3 the system will be in equilibrium (iik net change
its configuration if there are no perturbations).

In configuration C2 the system has the highest energy (point B) and any zenalibations

to the system will take it downhill in energy Unstable state

Configuration C3 has the lowest energy (point C) and the system will rébutims state if
there are small perturbations the Stable state.

See

te)

(CG

* Force has been used here in a generalized sassar( agent which can cause changes)

** Perturbation is usually a small ‘force/displacemt’ imposed in a short span of time.

20



Mechanical Equilibrium of a Rectangular Block

Potential Energy = f(height of CG

Centre
Of
Gravity

--1---»0

Ball on a plane
Neutral Equilibrium

Unstable

Metastable state

Stable

Lowest CG of all possible
states

v

Configuration

21



Stability and Equilibrium

O Configuration C1 also lies in an ‘energy well’ (like point C) and smadltprbations will
tend to bring back the system to state C1. However this state is noglbleal energy
minimum and hence is called\detastable state

L Additionally, one can visualize a state of neutral equilibrium, like a batkh @hane (whereir
the system is in a constant energy state with respect to configurations).

[ Points to be noted:

» A system can exist in many staté&s seen even for a simple mechanical system: block pn a
plane)

» Theststate coulc be stable metastabl or unstabl

» Using the relevant (thermodynamig)otential the stability of the system can be

characterizedin the case of the block it is theotential energymeasured by the height of the CG for
the case of the block on the plane)

» System will ‘evolve’ towards the stable state providedlfficient activation’ is

provided (in the current example the system will go from C1 to C3 by fisignt jolting/shaking’ of
the plane)

Three kinds of equilibrium (with respect to energy)
O Global minimum— STABLE STATE

O Local minimum— METASTABLE STATE

0 Maximum— UNSTABLE STATE

—

22




Law’s of Thermodynamics

O Zeroth law of Thermodynamics

If two systems are each in thermal equilibrium with a thitdgrt all three are in
thermal equilibrium with each other. (Similar to the trdive property of equality
In mathematics; i.e. If a=b and b =c, then a=7c¢)

No heat flows No heat flows No heat flows
(Ais in equilibrium with B) (B is in equilibrium with C) (Ais in equilibrium with C)

<

4 First law of Thermodynamics

This is a statement of the conservation of energy i.e. Whea (@ is added to &
system, it increases the internal energyJj of the system and the system does

some work YV) on the external world.
AU=Q-W Signs of Q and W

Q Positive System gains heat

p==4

e : Negative | System loses heat
For infinitesimal change of the state, Q Neg Y

dU = 0Q — oW

W Positive | Work done by systen

—

W Negative | Work done on syster
23
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Law’s of Thermodynamics

O Second law of Thermodynamics:

In an isolated system, natural processes are spontanecars tvby lead to an
Increase in disorder, or entropy i.e. The entropy of a systeran adiabatic
enclosure always increases for spontaneous/irrevergilileesses and remains
constant during a reversible process but it never decreases

Entropy S is defined by the equation

d€< = % anc is a functior of statt.

T

O Third law of Thermodynamics:
The entropy of a perfect crystal is zero when the temperatitiee crystal is eque

to absolute zero (0 K). _
IimAS=0
T-0

Puded
—
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Thermodynamic parameters

In Materials Science we are mainly interested with condensed n@tstems (solids an
liquids) (also sometimes with gases)

The state of such a system is determined®gyténtialsanalogous to the potential energy |of
the block (which is determined by the centre of gravity (CG) of the block).

These potentials are thiéhermodynamic Potentia(@ thermodynamic potential is a Scal
Potential to represent the thermodynamic state of the system).

The relevant potential depends on the ‘parameters’ which are being heldcbast the
parameters which are allowed to change. More technically these thees
State/Thermodynan Variable: (A state variable is a precisel measurabl physica
property which characterizes the state of the system- It does not matteha® the systen
reached that stateressure (RMolume (V), Temperature (T,)Entropy (S)are examples o
state variables.

There are 4 important potentials (in some sense of equal stature). Thesganal Energy
Enthalpy Gibbs Free EnergyHelmholtz Free Energy.

Intensive propertieare those which are independent of the size of the system
> P, T

Extensive Propertieare dependent on the quantity of material
>V, E,H S, G

r

»

—
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Thermodynamic parameters

O Gibb’s free energy, G can be expressed as G = H-TS
» H —enthalpy (J/mol) , T —temperature in K, S — entropy (J/Kpol.
d Further H= E+PV
» E — Internal energy (J/mol), P — Pressure (R/nV — Volume (n¥/mol)

O In the solid state, the term PV is in general very small (in tin@perature and
pressure range we consider) and can be neglected.

 On the other hand, internal energy of metals is in the ordédhol. So PV term
Is less thar ever 1%.

O Internal energy has two components:
» Potential energy , which depends on atomic bonds and

» Kinetic energy , which depends on the vibration of atoms airtlhattice
position

O The relation can be rewrittenas H=G + TS
» H measures the total energy of the body

» TS measures the useless energy that is the energy whichbeasptent for any
work or transformation.

26




Thermodynamic parameters

 So the Gibb’s free energy is defined as the energy that canseeffee” at g
particular pressure to do the work or make a particular foansation possible

O Similarly at a particular volume the free energy is calledritdtz free energy, H
expressed as

F=E-TS

 We shall consider the Gibb’s free energy since we are goingotasider the
transformations under constant pressure.

[ To determine Gibb’s free energy, we need to determine gutlaald entropy of the
system.

27



Relation between enthalpy and specific heat

 Let us first consider aingle component system

O If we keep the system isolated and do not allow it to interact withsimeoundings, the
internal energy of the system will not change. This is actually a closedmsyste

L However, if the system is allowed to interact with the surroundings (thdtiisacts as 3
open system) internal energy might change.

L Suppose the system does woil/ in the surroundings and takes hé&l from the system,
then according to thdirst law of thermodynami¢sthe change in internal energy of the
system is

\

dE = 0Q - OW

L So after spending some energy for work, rest of the energy is added to the dgstem
Increase the internal energy.

 Here exact differential is used for energy because it does not depend on thangath
function of the state only. On the other hand heat and work depend on the path.

O If a system changes its volume Oy at a constant pressuRe the work can be expressed|as
dw = PdV

O So, dE =6Q-PdV, we know H = E+PV
dH = dE+PdV+VdP
dH=dQ + VdP

N
ao




Relation between enthalpy and specific heat

U If we divide bydT on both sides we get [dH _ d&Q +V dP
dT dT  dT

1 Specific heat capacity;, at a constant pressure is defined as the heat requiceicrease
the temperature of the system by one degree. So it can be expressed as

()15

H T T
JaH=[C,dT|  |H, =H,+[C,dT
0

Ho 0

 After integration, we can write

-
Hy =OH g0+ [C,dT
298

d H; , H,, andAH,.gare the enthalpies at temperature, T, 0, and 298K respectively

 Note that we can not measure absolute thermodynamic values. We ratherereasiative
value, Hygis considered as reference value.

O For pure metals it considered as zero.




Relation between entropy and specific heat

L As explained before, the knowledge on entropy (which cannot be spent to do a work) is
required to determine how much energy is available (free energy) in ansytstdo usefu
work from the total heat content or enthalpy.

L Second law of thermodynamics states that the entropy of a system wilt egimain the
same or try to increase.

O When system moves from one equilibrium state 1 to another equilibrium statg(2 b
changing heat adQ, the entropy S in a reversible process can be defined-as

5,-5=[2

L The value at zero Kelvin is zero and considered as the referenceatat@fopy, so that the
entropy at any temperature T can be expressed as T 0
S=lF

O Previously we have seen from the relatibh= E + PV and using the first law of
thermodynamics

0Q =dH
' We know dH =C, dT, So the entropy at T can be expressed a§ = ]C_
T
0




Relation between entropy and specific heat

Sometimes value of the entropy at the standard state (298 K) is available awdttan as

rC
=AS,.+ | —=dT
S =S+ |

298

So the free energy at temperature, T can be determined
G =H;-TS

T T
Gy =AH e + | CPdT—T(ASZ9€+ | %de

298 298

298 298

T T (:
G, = _[ CPdT—T(ASZ98+ I ?PdT In pure elements

Specific heat is expressed as o
c |/
C, = A+BT "7z A BandCareconstants. /
Specific heat is expressed in terms of empirical formula as ;; /
expressed above. | /
In general the constant values are available in the data book Temperature. T

Specific heat changes with temperature as shown inithe fi

gure




Single component system

3000
2000

1000

<.~ Increase P apd gas will
liquefy on crossing phase
boundary

Liqud

5 (BCC)

+

MRS S = - =

|1 (similarly the

This line slopes upward as at conswtfnt
T if we increase the P the gas will

liguefy as liquid has lower volume
reader should draw
horizontal lines to understand the effect
of pressure on the stability of various
phases- and rationalize the same).

|14

Phase fields of non-close packed
structure shrink unde highei pressur

Phase fields of close packed structures
expand under higher pressure

“| packing fraction (lower volume) is

a (BCC)HT

These lines slope downward as: Under
higher pressure the phase with higher

preferred
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Gibb’s free energy change with temperature in a
single component system

An isolated system always tries to maximize the entropy. That méensystem is stablle

when it has maximum possible entropy.
Instead of considering isolated system, we need to consider the systemiatiei@cts with
the surroundings because heat transfer is always with respect to the surroundings onl
Any transformation is possible only whels+dS,,,=> 0 wheredSis the change in entrop
of the system.

In a reversible process, when system can transform back to itsopiestate it is equal t
zercancin ar irreversible proces wher the systen canno come back to its previou: state is
greater than zero.

We need to find the stability with respect to another term, for the sdksonvenience
which can be used without referring to the surroundings. We shall show now tles
energy is rather a suitable property to define stability of the phases.

Let us consider that the system absorbs some amount obQefabm the system. Since t
surrounding is giving away the heat, we can write

dS S

surrou
T

Yy

D

t fre

e
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Gibb’s free energy change with temperature in a
single component system

L We have seen before that in an isobaric sysiéh+ dH. So we can write

dS—d—HEO
T

dH-TdS<O0

L We are considering isobaric system. If we consider the transformation patrtecular
temperature T constant, dT = Ojhen
dH -TdS-SdT<0
d(H-TS)<O0
dG<0

 So we have derived a more reasonable relation, which can be used withouhgeferthe
surroundings.

O In an reversible process, such as allotropic transformation or the drameion from solid
to liquid or liquid to solid the free energy change is zero. There will beymarversible
transformations (later we shall see these kinds of diffusion controlled tnanaftions),
where dG is less than zero.

L This also indicates that a system will be stable when itrhemmum free energy, dbat it is

not possible to get anymore dG less than zero by any further transformation.
34




y Stablility of the phases in a single component syste ~ m

From previous studies, we understand that system can attaimum free energ)
by decreasing enthalpy and/or increasing entropy.

That meanslH <0 and/or dS>0 since dH — TdS 0
One component can have different stable phases at diffeeamperature an

pressure ranges, for example, solid, liquid and the gasephas

One phase is said to be stable, when it has lower free enermgpared to othe
phases in a particular range of temperature and pressure.

Let us conside constar pressur.

To compare the stability of different phases in a particudsnrge of temperature
we need to calculate the free energy of the phases with regpeenperature.

To determine Gibb’s free energy at a particular temperatuesneed to determin
H and S. Similarly it can be calculated at every temperatigain knowledge ol
the change in free energy with temperature.
As mentioned previously the data on specific heat are aailm literature ang
these parameters can be calculated.

/

0

=

S,

—
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m

O From the definition, we know that the slope
the enthalpy at any temperature is equal to
specific heat at that temperature.

G=H-TS

dG=dH -TdS-SdT (H=E+PV)
dG=dE+PdV+Vdp-TdS-SdT (@E=RQ-PdV)
dG = -PdV+ PdV+VdP-TdS—SdT R - 4¢
dG =TdS+VdP-TdS- SdT !
dG=VdP-SdT (Maxwell's Relation)

[ So at a constant pressure the slope of the

energy curve (an

—| =-5
oT

P

of
the

Arbitray valuesof H, Sand G
o

free

dG__

dT 3

Temperature, T

Typical variation of thermodynamig

parameters are shown in the figure.

O If we want to know whether a solid or liquid phase will be stable at a partic

temperature or in a temperature range, we need to find free energy for both the phasé

lar
S.

1”4

36



For that we need to know the variation of spec
heat with temperature for both the phases as sh
in the figure.

Specific heat for a liquid phase is always higher tl
the solid phase. That means energy required
Increase the temperature by one degree for lig
phase is higher than the solid phase.

Superscrip S anc L denott the solid anc liquid
phases.

fic
oV

nal

L ——
—

Jui

Free energy for liquid phase changes mor

drastically compared to the free energy of the lig
phase because entropy of the liquid phase is alv
higher, which is the slope of the free energy.

At melting point, free energy for both the phases
the same and the difference between the enthalf
these two phases is equal to the latent heat of fu
L.

LIiC
va'

S1(

fic Heat,C,

Speci

Arbitrary values of G, H

Temperature, T

Temperature .I;m



Stabllity of the phases in a single component syste m

O It must be apparent that one particular phase at certain temperature rdinige stable, if
the free energy, G is lower of that phase than the other phase.

O At low temperature range, one particular phase will be stable, whiclolasnthalpy, since
“TS” term will not dominate. That is whgolid phasas stable atow temperaturgange.

L On the other hand, at higher temperature range, phase having higher entropy stabls
since in this range “TS” term will dominate. That is wiigquid phaseis stable athigh
temperaturegange.

O This is the reasol thai a-Ti with close packet HCF structure is stable al low temperatur
range, whereas, at high temperature rapje with relatively more open BCC structure fis
stable.

O If we fix a temperature, we have seen that one material/element wslldide as one type of
phase with a particular state compared to other.

O It can stay in equilibrium if it has minimum free energy and dG=0, it inthsahat for smal
fluctuation it does not move to another state.

AL~

\1 "4
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Gibbs Free Energy (G)vs T, H, S

Melting transition

phase 15 shown m red linel
fliree froaw o offver for Bettee il
|

/H/ L] -~
T o The path follewed by the Hlﬂ‘?]ﬂ : b ,/

T (K)—> |

/
-
L

%
A\

& o 5
- LY T EH HE
H_\_’:‘?:;JEH L. N -::-.'-F--
'\-\..\\\.. . _\‘j-l -r::-__-:_"-
Pure Metal . ==

,/'(
M ]
I.:Il. ) B
l,l'. .

T L
'\-\._\_\_\__:\-?-\-
Aeven Slegre U

S |
I |
e New - O
Bt ‘E{l L Serlied .":'-'.‘['.x LN N 3'.".i:.'" fia fale | '!?'
U xti{{ii”ufo SOCRG annd dhodice ek Se Ty :
H'“x.x |
e, q N - [
e <« — —— Solid stable - - - —w* Liguid-stable-»

0 T (K)> 35



Pressure Effects

From previous studies
dG =VdF-Sd1
G =G* - AG=0
consider. S - L
dG® =V >dT -S°dT
dG" =V'dT -S-dT
V°-VHdP=(S°>-S")dT
dT _ AV :VS -Vt
dP AS S°-S

d_T — The rate of change of transformation
dP temperature as a function of pressure

W 4|

a =}

a z|

dT AV '

— u]
Temperature

dP AS | Is known as Clausius-Clapeyron equation 40




Pressure Effects

The equation (previous page) can also write
We know AG = AH - TAS

At equilibrium AG = 0i.e, AH-TAS =0 ,AS= =~
dP _AH
dT TAV

Example: close packed y-Fe has a smaller molar volume than o — Fe, AV = VY- V%< (
whereas AH = H”- H*> 0 (for the same reason that a liquid has a higher enthalpy
than a solid), so that (dP/dT) is negative, i.e., an increase in pressure lowers the
equilibrium transition temperature.

Is also known as Clausius-Clapeyron equation

On the other hand the 6/L equilibrium temperature is raised with increasing
pressure due to the larger molar volume of the liquid phase. It can be seen that the
effect of increasing pressure 1s to increase the area of the phase diagram over
which the phase with the smallest molar volume 1s stable.
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Driving force for solidification

between two phases at temperatures away from|t

equilibrium temperature. \\
U For example if a liquid metal is under cooled & U :
- \ Y Solid (G,

O In dealing with phase transformations, we are often
concerned with the difference in free enefgy< Solid stable Liquid stable
he
AG

AT below T, before it solidifies, solidification will
be accompanied by a decrease in free en&@y 0
(J/mol) as shown in figure.

L This free energy decreases provides the dri\ ﬁ% AG — —VE
force for solidification. The magnitude of thjs

NS

change can be obtained as follows. Liquid (GL\)
O The free energies of the liquid and solid af|a AT
temperature T are given by pap 5 . Undercooling | AG — +ve
G — H _TS B : T
m
G°=H>-TS

Therefore, at a temperature AG = AH —TAS

Where AH=H'-HS and AS=S'-SS 42



Driving force for solidification

d At the equilibrium melting temperature . lthe free energies of solid and liquid are equal,
l.e., AG = 0. Consequently AG = AH T AS=0

AH L
O And therefore at = =
I8 AS T NG

m

L This is known as the entropy of fusion. It is observed experimentally that the gnifgp
fusion is a constant R (8.3 J/mol . K) for most metals (Richard’s rule).

[ For small undercoolings\(T) the difference in the specific heats of the liquid and sol(él,ﬁ(
- C; ) car be ignorec.
d Combining equations 1 and 2 thus gives AG L _TL

m

O i.e., for smallAT AG Dﬂ

m

This is called Turnbull’'s approximation
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Thermodynamic parameters in a binary system

»

 Previously we are considered one element only. Now we consider interactiwadrgt
two elements. This is not straightforward since elements can intdifhetently and
thermodynamic parameters may change accordingly.

 Let us consider &inary system with elements A and B. For our analysis, we consider
X, mole of AandX g mole of BsothalX, + X5 =1

 That means we consider total one mole of the system That further means we consider

total number of atoms equal to the Avogadro numbegr(N6.023 x 1023),

N . )
Where X, =N—' is the number of atoms of elemi.
0

xA le of A X, mole of B
d Unlike single component system, where e Jemeee mee o

determine the change Iin free energy Wlt&:rsA Before mixing xacss
temperature, in the binary case we shall find the ::az 88888
change Iin free energy with the change |in
composition at different constant temperature at a

After mixing

time. e 00 000 o

: 0 O 0 00 00

 Let us consider the free energy for one mole| of mgg
element Ais G and one mole of Bis @ s e

44
G= GO +AGmix = XAGA 3 xBG‘B = AGmi)c



Thermodynamic parameters in a binary system

d So before mixing when kept separately, iole of A andX g mole of B will have the free

energy of X,G, andXgGg respectively
Total free energy before mixin G, = X,G, + X G;

After mixing there will be change in free energy
Total f ft IXi
otal free energy after mixing G=G,+AG, .

AG,,, IS the free energy change of the alloy because of mixing

AG,,,=G-G,=H -TS=(H,-TS)=(H -H()-T(S-%)
A(;mix :AH mix _TASmix

So, once we determine the change in free energy because of mixing, we camicketde
total free energy after mixing.

Let us first determine, the enthalpy change because of mixiiy,() and the change i
entropy because of mixing\g§,,;, )

Note that system always tries to decrease enthalpy and increase ewntrsability.

L4
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The change in enthalpy because of mixing, AH

mix

L We take the following assumptions:
v" The molar volume does not change because of mixing

v" Bond energies between the pure elements do not change withénge in composition
v" We neglect the role of other energies.

O After mixing, the system can have three different types of bonding, A-A, B-B aBd A-
0 Enthalpy of mixing can be expressed d&H . = N,ZX, X A&
N, - Avogrado number, Z = coordination number

o Eap A

[ Thechangtin interna energy
1
AE =g _E(‘SAA + Egp)

eag IS the bond energy between A and B
ean IS the bond energy between A and A
egg IS the bond energy between B and B

O It can be written as AHmix — QXAXB

Where Q = N,ZA&
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The change in enthalpy because of mixing, AH_.

Situation 1: Enthalpy of mixing is zero

AHmix_QXAXB =0 AH i > 0
5
That means €ae = E(EAA + Egp) 5

1 C_E O AI-Imix=0
There will be no preference to choosez
neighboring atoms. Atoms can sit randomly at
any lattice points.. <

AHmix<0

Situation 2: Enthalpy of mixing is less than zero 0 Composition, X 1

AHming»(AxB <O

decrease. That means transformation is exothermic. AH
Atoms will try to maximize A-B bonds.



| The change in enthalpy because of mixing,

AH

mix

Situation 3: Enthalpy of mixing is greater than zero

MH,, =X X, >0
1
That means &,z > 5 (Eant Exg)

Becaus of transformatio interna energ' will
increase. That means transformation is to
endothermic. Atoms will try to maximize A-A anc
B-B bonds.

LR S AR
T b
R

T+ 4o
$ 49

ﬂHmi: =0 ﬂHmm <0

Arbitrary values of AH,,
o

Al-|mi:< >0

AHmi»: =0

AI"mix <0

Composition, Xg

A
4+
LS+ 4
B
A —

ﬂHmix > ()
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Slope/maximum/minimum of the enthalpy of mixing cur ve

; AHmic > 0 AH = QX , X, =Q(X; = X3)
A — 5q-2x,)
5 dX,
:
AHmix<0
0 Composition, Xg 1

d(AH . .. . B _
At maximum/minimum M =0 Thls_lmplles )Eg_— 0.5. That means maximum
dXg or minimum will be at X=0.5

Further

d(AH) atX. . 0=0 That means the slope at the beginning
dX, 5 has a finite value of x
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The change in entropy because of mixing, AS,_.,

L Since we are considering transformation at a particular temperatigrehange in entropy
because of the change in temperature can be neglected.

L We need to consider only the configurational entropy change. Configurationalpgntro
change comes from the possibilities of different ways of arrangement of atoms.

U Following statistical thermodynamics the configurational entropy can be exorass

S — I |n (L k is the Boltzmann constant
W IS the measure of randomness

AS, .. =S-S5, =klna-kinl=kIna
since atoms at their pure state before mixing can be arranged ity one way

U If we consider the random solid solution, then

I
W= (nA T nB)' n, and ry are the number of atoms of A and B
n,ng!

O Following Stirling's approximation [N NI= NIn N — N




The change in entropy because of mixing, AS,_.,

d So,AS,,, can be written as

1S, =kIne=K{[(n, +n,) In(, +n,) —(n, +ny) ~[n.Inn, —n,]-[ng Inn, —n, }

n n
AS . =-kin,In—2—+n;In—=4
nA-I-nB If-]A-l_nB

Number of atoms can be related to the mole fraction, X and thegadro number I following

nA = xANO I’]B = xBNO
X, +Xg=1 n,+n; =N,

AS. =—kN,[X,In X, +X,In X,]

=R X,In X, + X;In X;]

where, R is the gas constant
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21, Slope/maximum of the entropy of mixing curve

d(AS,) _ —In(l- X,) - (- X,) ! +|an+xBi = —RIn_2e
dXB (1_XB) Xg 1-Xg

d(AS,) _ —0 at maximum, this corresponds tg X 0.5 °
dX; y
Further, the slope at X—0 is infinite. That means f "
the entropy change is very high in a dilute solution s
X 34
As mentioned earlier the total free energy after mixidg |
can be writtena G=G. +AG . 2 27
0 mix g ]
where G, =X,G, + X,G, 50
AGmix = AH mix _TASmix 00.0 0.2 0.4 0.6 0.8
AH - — QXAXB Composition, X,

ASix = ~RIX,In X, + XgIn Xg]
S0AG,;, can be written asaG,, = QX X + RT[ X, In X, + X, In X,]

Following, total free energy of the system after mixing canvaetten as

G = X,G,+ XzGy + QX Xg + RT[ X, IN X, + X5 In Xl

1.0



Entropy of mixing - Schematic

U

L

" 00000090000

. 1
=SS
s
ifﬂ,
-
¥H
T e 1

Qnmixed statg

* In the case of two gases initially separated by a barriercahi
is allowed to mix on the removal of the barrier: the numbelr of
mixed states are very large compared to the unmixed sjates.
Hence, if all configurational states are accessible, t
will more likely found in the mixed state. l.e. the systemlwil
go from a unmixed state to a mixed state (worded differgntly
the system will go from ‘order’ to ‘disorder).

= On the other hand it isinlikely (improbable)that the syster
will go from mixed state to a unmixed stat@hough this is
not impossible— i.e. a mixed system can spontaneously| get
‘unmix’itself!!)

-

Mixed states with ‘various’ degrees of mix

Note: the profoundness of the concept of entropyeso
from its connection to energy (via T)

18 mixed states
2 unmixed states

oo o —® o —9 0 e — e ——8—— &

un

* We assume that all states have equal proba@ity

/\\

Unmixed state  occurring and are all accessible



Free energy of mixing

We need to consider three situations for different kinds of enthalpyxafg
Situation 1: Enthalpy of mixing is zero

G =G, +AaG,

At low temperature, T

~ -
-~ -
~ - - . .-
il R N - ————

Free energy, G

d With the increase in temperature, A3,
will become even more negative.

d The values of gand G; also will decrease.

4 Following the slope G might change since

G, andGg will change differently with 0 Composition, X g !
temperature
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Free energy of mixing

Situation 2: Enthalpy of mixing is negative

e

- ——

—— - - - -
—— ‘\ - ‘§ - -~

-
‘—___—’ S~ 2 -

Gy Negative TAS,,
IX
AHmix
d Herebotl AH,,;, anc -TAS,,;, are negativt

L With increasing temperature G will become eve
more negative.

d Note that here also S may change the slope
because of change of,Gand G; differently with
temperature.

Pree energy change, G

At low temperature, T

0 Composition, X g 1
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Free energy of mixing

a

a

e e —— — - e o
- -~ - [ - —
- - =

-~ -
= e - R -—— -

e T_‘ i [
G, PositiveAH ;. -TAS, i
AH, is positive but -S,, is negative. At lower o,[-—~"

temperature, in a certain mole fraction range the
absolute value oAH_;, could be higher than AS,
sc thal G goet above the G, line.

However to G and G; G will always be lower than
Gy since AH,,, has a finite slope, where asS,
has infinite slope The composition range, where £

Fgpe energy change,

IS higher than G will depend on the temperature |.e., G '_:;

'TASmix
Because of this shape of the G, we see miscibility
gap in certain phase diagrams.

O At higher temperature, when the absolute value of -

TAS,« Will be higher than AH,, at all
compositions, G will be always lower than G

At low temperature, T
- g -IﬂHmh; T .
"'\.\\\
G ‘..\\.
— - i \‘.
.___..-"" ____..-G __.:'f
g 'G;_s_'ﬁﬁﬁﬂxa ] y
e
-Tﬁsmlﬂ____.--""d-f"
At high temperature, T,
< AHpix .
™,
e IR
Nl
. s
“.____..- -Tlﬁsmi“ P -

0

Composition, Xg 56
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B
7.
-
|
>

r—

Free energy, G
£r Ou

Compaosition, X Composition, Kg

& o . Temperatura, Ty 'G: {d) 'I'ampemum.‘l':

Frae enargy, G

P P
<
S
Temperature, T
Fa )
!-L

Freae enargy, G
B
-

Compaosition, Xg xac:jpullmn;h‘
Both the liquid and solid phases can stay togel
because overall free energy will be less than the

Free encrgy, G
LI
(

=]
=

her
free

energy when considered separately.

for the solid, G and liquid phase Gwill

change differently with different rates of

change of G and G.
At higher temperature, & G4 (fig a), so

that the liquid phase is stable. At lower
temperature G< G, (fig ) so that the solic

phase is stable.

In betweer Gg anc G, intersect to find the
situation as explained in Fig. c.

Common tangent drawn gives the

O With decreasing temperature, free energy

—

composition range where both solid and

liquid phases can be found together.
That means, if average composition ig*X
as shown in the phase diagram, it will ha
the solid phase with composition %5  al
the liquid phase with composition of ;
Phase fractions can be found with the h
of lever rule. 57
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Free energy Vs Composition Phase Diagrams

My Temparature, T, L_[;I-l

'I'lmpnralum.‘l'm" |

P" 'PM

O This kind of phase diagram is found
when the system has positive enthalpy
of mixing, especially for the soli
phase.

d Because of the shape of the, Gt low
T Tt temperature as as shown in Fig. e, it is
‘ il possible to draw a common tangent,
which indicates that the solid phase
= | with the averag compositiol betweel

| -

Frea anergy, G

Free enorgy, G

Compasition, Xg Composition, Xg

Fres energy, G
l:]n_ h-ﬂ
n/
K‘
& \.
. £
Freo anergy, G
P
/
Fﬂ .PF-

. ¢ a, anda, will have a phase separation .
u il Vi L i 51 | | This corresponds to the miscibility gap
Gomposition, Xg Composioni2a In the phase diagram.
[@] " vemporstre, & o |3 It may also come to the situation, ag it
% “’v E ““L.@“"“'“,,uxT IS §hown in Fig. ¢, Gand G in_tersects
H 4 ¥ [T twice. In that case these will be two
Eﬁiﬁ’ T J S S— e T separate regions where both the solid
' e e I and liquid phases coexist.

Composilion, Xg Composition, Xg
58



Free energy Vs Composition Phase Diagrams

Temperature,T,

' In this system, there are two solid
state phases and one liquid phase.
So three free energy curves
should be considered.

At certain temperature, £] one
common tangent can be drawn,
which will toucl all the free
energy curves.

Compositon, Xg

&=

:_ulp J Temperature,T, G:.

o
Frae anargy, G
E't '_E'l— :E":

- | |Q This indicates that all the three
T phases at a particular
0]y Tk composition E, as shown in Fig.
------------------------ =TT, : .
Rl e N AN d and f can coexist. This is called
5 , L e B *3 . .
oG eutectic point.
E Y —— u-tl.'l __________ 2'.....1"
@ ol [+
Composition, Xy Composition, Xy
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Free energy Vs Composition Phase Diagrams

Free energy, G

(a)

Temperature,T

ot Bty

Composition, Xg

Temperature, T

Liquid, L

Composition, Xg

[ phase is an intermetallic compound that is an ordered phase watty warrow homogeneity rang

Free energy, G

Temperature, T

ey

w0

Composition, Xg

Temperature, T

b
(k) Liquid, L
o+l L+p B+L
L+y
o o+ B B Py ¥
Composition, Xg

Sometimeg phase can be found with wider homogeneity range.
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Concept of the chemical potential and the activity of elements

d Gibb’s free energy, G is function of temperature, T, pressure, P and amouahudrgs, R,
Ng,
G=G(T,Pnyng...... )
L At particular temperature and pressure, partial derivative gives

dG :a—GdnA +a—GdnB
on, ong
= Hadn, + ppdng
O_G = u, Isthe chemical potential of element A. It measures the charigee
on, energy because of very minute change of element A.
O_G = g Is the chemical potential of element B. It measures the charfigse
ong energy because of very minute change of element B.

O It should be noted here that the change should be so minute that there should not
change in concentration because the chemical potential is a concentration afy

be any
pende

parameter.
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Concept of the chemical potential and the activity of elements

d Let us consider an alloy of total X moles where it hag ole of A and X mole of B.
Note that x is much higher than 1 mole.

d Now suppose we add small amounts of A and B in the system, keeping the ratja &f;X
the same, so that there is no change in overall composition.

O So if we add four atoms of A, then we need to add six atoms of B to keep thalbver
composition fixed. Following this manner, we can keep on adding A and B and wadhte
to the situation when X mole of A and X mole of B are added and total added amount is
Xp+Xg =1

L Since previously we have considere that the total free energ) of 1 mole of alloy aftel

mixing is G, then we can write
G = Uy Xy + Up XK

O Previously, we derived
G=X,G,+ X G, +QX X5z +RT[X,In X, + X;In X;]

O Further, we canwrite X, X . = X2X_ + X, X2

G =X,(G,+QXZ2+RTIn X))+ X, (Gg + QX% +RTIn X;)
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Concept of the chemical potential and the activity of elements

Further, comparing the expressions for free energy, we caitavr

U, =G, +QX:+RTIn X,
U, =G, +Q@A-X,)’+RTIn X,
Uy =G, +Q@A—-X,)?+RTIn X,
In terms of activity
U,=G,+RTIna,
Uz =G +RTInag

So the relations between the chemical potential and activity ar

RTIna, =Q@1-X,)2+RTIn X,
RTIna, =Q@-X;)*+RTIn X,
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Concept of the chemical potential and the activity of elements

d Activities and chemical potentials aje e
determined from a free energy curve after taking GH '
a slope, as explained in the figure. ©

O If we are interested to determine the activitie o?
chemical potentials in a binary system A-B, eE
say atX; , we need to take a slope on the re"é
energy curve at the free energy, and exte ded
it to pure element, A (X= 0) and pure element

B (Xg=1). ° . 1

Composition, Xg

d The point at which it hits [N = O, the value corresponds to the chemical potential of element
AC ) U,

O From previous slide, we can write¢” RTINa, =G, -4,

L So, once the chemical potential is known, the activity of the element can tidatald using
the above equation, as explained in the graph.

4 It can be proved that, by taking slope and then extendinggte X and X;= 1, we can find

the chemical potentials. We can write G =/, +ab

Lhb _cd ‘ T
4 Further we canwrltx T = ab= Xgecd = X5 (s —Un) [= G = (L X5+t X
B

RTInuA
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Concept of the chemical potential and the activity of elements

Further, we can write

In ap :3(1_XA)2 In s :3(1_)(8)2
X,) RT X, ) RT

|
|
|
|
|
_ Q 2 | _ | a. = X, ex —Q(l—X)2 =y X
a, = X, ex RT(l_XA) _yAXA: B B RT B B”'B
:
|
|
|
|

Q 2
V= ex;{% (1- XA)Z} Ve = ex{ﬁ d-Xg) }

4 vy, are the activity coefficient of elementi.
4 In anideal solutionQ2 =0, and A= X..

O In a non ideal solution, activity coefficient indicates theviation from the ideg
line.
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Concept of the chemical potential and the activity

of elements
1 1
Q
';r Q&
QX
Sl v Q < % Q
< o . Yo Va=€X d- XA)2
“— Q\éd- < q‘sf RT
2 |4 L > = a""a i
} ] .a. — ]
5 | ¢ 2 % '. 0
S ' % - — — 2
< | b = .: Ve —exp{RT @-X3) }
ok~~~ - TB 0 Yﬁ e o .
0 Composition, Xg ! 0 1

Composition, Xg

In the case of positive enthalpy of mixing, activity deviates positively anthe case of
negative enthalpy of mixing activity deviates negatively from the ideal mixing line

Q

X —)O, - -
A yA eXF RT XA _):LyA _)1
Q X, 51y, -1

Henry's law: activity of elements is more  Rault’s law:activity is equal to the mole
or less the constant in a very dilute

fraction near the mole fraction of 1.
solution. 66



Equilibrium vacancy concentration

O Diffusion of elements is possible because of the presence of defects. For example
substitutional diffusion occurs because of exchange of an atom with vacancigserfur
Impurities are present at the interstitial positions, which could diffosanty neighboring
vacant interstitial sites. This is called interstitial diffusion.

 Certain concentration of these impurities are always present in the pemeem®s in
equilibrium condition, which will be discussed here.

O Further in the intermetallic compounds (ordered phases), antisites si@lsot could be
present along with vacancies. Moreover, different sublattices could havereahf
concentratio of defects which make: the diffusion proces complicate..

L Let us not get confused with the structural defects present in pure elements.

 To understand simple atomic mechanism of diffusion at this point, we shalllatdcthe
equilibrium concentration of point defects that is the equilibrium conceotraof
vacancies and interstitial atoms in pure elements

U Interesting point to be mentioned here that unlike dislocations, grain boundary or
interfaces, point defects are equilibrium defects. It means that thensysill try to have
certain concentration of defects to decrease the free energy.

|1=4

Let us first calculate the equilibrium concentration of va@ancies, because of which
lattice substitutional diffusion is possible

-,
7

~
O



O Pure elements A and vacancies (V) can be considered as arenofttwo entities
anc follow the similar treatmer as we did to calculat¢ the total free energ aftel
mixing of elements A and B.

O It can be easily visualized how the movement of atoms carntengcancies if
the material in few steps.

O Equilibrium number of vacancies is so small that we can retdlee interactior
between them.

 This means that we are neglecting V-V interactions. Thie aleans that we ars
at this point, neglecting the presence of divacancies, hwhie actually present |
the material.

=~
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Equilibrium vacancy concentration in a pure element

O If we consider that the number of vacancies is very small then the increasdahaflmy
because of formation of vacancies can be written as

AH = X AH AXV is the mole fraction of vacancy and
% Y

AHV Is the increase in enthalpy because of one moleatancies

O There will be the change in the pattern of vibration of atoms next to vacabetzsise of
extra free space. The increase in (thermal) entropy because of the esadorn of
vibration can be written as

AS{hermal = XVAS/ AS, IS the increase in entropy for one mole of vacargie

O In both the cases, we are actually assuming linear relationship beciusry small
concentration of vacancies.

1 NOTE: In the case of entropy change of A-B mixture, we did not consider the thermal
entropy change, since we are considering the change at a particular tengdatuever,
In this case, although we are considering again at a particular tempeerate still need to
consider the contribution because of the change in vibration pattern of atorhgonex
vacancies.

69



Equilibrium vacancy concentration in a pure element

O Further there will be change in configurational entropy considering the mixing ofdA\a
and can be expressed as (Note that we are considegrgX = 1

AS =-R[X, InX, + X,In X, ]=-R X, In X, +(@-X,)In(1-X,)]

config —

O Total entropy of mixing AS_, =AS, X, —R X, In X, + @— X,,)In(1- X,)]
(Total contribution from thermal and configuratibeatropy)
 Total free energy in the presence of vacancies

G=G, +AG
=G, +AH -TAS
Emanmd \ =G, + X,AH, —-T{AS, -R[ X, In X, + (L- X, ) In(L- X,)]|

v

Note here that G of element A when vacancies dare
present decreases. So always there will be vacancies
present in materials. Further G decreases to a minimuym
value and then increases with the further increase|in
vacancy concentration. So, in equilibrium conditior
certain concentration of vacancies will be present,
which corresponds to 5

Free energy, G

—
-
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Equilibrium vacancy concentration in a pure element

L Since the slope is zero at the minima, we can find the equilibrium vacamugeatration
from  gg

dx,

1 1
AH, —-TAS, + RT| In X, + X,.——-In(1- X)) - @ - X). =0
,TAS, { o XTI X) = )(1—xv)}

L Since the number of vacancies that can be present in the system is very small
1-X, =1
AH, -TAS, + RTIn X,, =0

 The relation for equilibrium concentration of vacancies can be written as

X\? - XV =eX —AHV _TAS/ = ex —ﬁ
RT RT

L Although there is increase in configurational entropy because of the presevaeanicies
it is not included in the activation energy barriaG,,

L Although there is activation energy barrier present because of formatiomaorasawill
still be present because of overall decrease in free energy of the materials -




Equilibrium vacancy concentration in a pure element

 From the equation in previous slide, we can also write
AH
Xo = XJ exg ——
= xgex{ -4

d AH, is the activation enthalpy for the formation of vacancies and

Xy = exr{%} Is the pre-exponential factor.

 The change in concentration of vacancies in pure Cu is shown in below ¢
considering activation energy for vacancy formation to be 83.7 kJ/mole.
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The concentration of vacancies in mole
fraction at 1000°C is 3.68x 104 That
means in a cube of 14 atoms in each
direction, only one vacancy will be present
in Cu at this temperature!!!
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Equilibrium concentration of interstitial atoms

O In many metals, especially in transition metals, interstittah@s such as carbon, nitrogen,
oxygen, hydrogen can be present up to a certain extent depending on the metal.

[ There are mainly two types of interstitial voids present in the stine¢ where these atoms
can sit: tetrahedral (surrounded by four solvent atoms) and octahedral (surrdayndied
solvent atoms).

 However, since impurities prefer to occupy octahedral interstices,skaadl mainly
consider this type of voids only.

LET US FIRST CONSIDER A BCC CRYSTAL

O In general the size of the interstitial atoms is much larger
than the interstitial void and lattice surrounding the
interstitial will be strained. That means enthalpy of the
system will be increased.

 Consider the increase in enthalpy because of addition o
one mole of interstitial atoms isAH,

L The enthalpy increment of the system because of addition |
of X, Is expressed byaH = x AH,

whereX :% Number of interstitial atom is, o

o




Equilibrium concentration of interstitial atoms

O Further, there will be two different types of contribution on entropy

L Vibration of atoms A, next to interstitial atoms will change from normmadde of vibration
and will be more random and irregular because of distortion of the lattice

AShermal = XI A$

d AS is the change of the entropy of one mole of atoms because of change in vibration

O From the crystal structure, we can say that for 2 solvent atoms ther®& aites for
interstitial atoms. So if we consider that there agenNmbers of A atoms then there will |
3N, numbers of sites available for interstitial atoms.

d In othel sense we car say that n, atoms will randomly occupy in 3N, sites availabl¢. Sc the
configurational entropy can be written as

7S, s, =kINW=kin—2 Following Stirling’ imationin N!=NInN-N
config N 1GN, —n) ollowing Stirling’s approximationin N!= N In
AS, iy = K[BNGIN3N, =y Inn; = (3BNy =n; ) IN(SN, —n, )]

n

pattern

e

AS, . = R(3In3N0 - —3N|°\I—_n'ln(3N0 -n)

config —
0 0
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Equilibrium concentration of interstitial atoms

AS_ . =R 3In SNo 1 In—"
conto 3N,-n, N, 3N,-n,

3 X
AS. . =R 3In - X, In—
SConflg R|: 3_X| I 3_XI:|

L So the total entropy change

AS=X,AS +R 3In 3 - X, InL
3-X, 3-X,

 Free energy in presence of interstitial impurities

G=G,+AG =G, +AH -TAS

G=G,+X,AH, —~TX,AS —RT] 3In—>— ~ X, In—2___
3- X, 3-X,
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Equilibrium concentration of interstitial atoms

[ To find the equilibrium concentration, we need to take

d—G:O

dX

AH, -TAS —RT ——> ~ 2 _ln X +In@=X,)-—2_ | =0
3-X, X 3-X,

AH, —-TAS, +RTIn A =0 since X, =

X, =3ex _AH, TTAS = 3ex ——AG'j
RT RT

d G, isthe activation batrrier.
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Equilibrium concentration of interstitial atoms

LET US NOW CONSIDER A FCC CRYSTAL

O If we consider FCC crystal, then the number of sites available for imntarsttoms are 4
Further in a FCC unit cell, total 4 solvent atoms are accommodated. So wsagdhat for,
Ny solvent atoms there will be Nsites available for interstitial atoms. Like previous
example, we consider mterstitial atoms which will occupy randomly.

L Then following similar procedure, we can show the equilibrium concentration @fsiital
atoms present in a metal with FCC crystal as

)(I :exp(—&)
RT
L So in general, we can write that the equilibrium concentration of ititi@tsimpurities
i AG
presentis X, = Bexp{—R—_Ilj B depends on the crystal structure

X, = Xf’exp{——AH' )
RT

AH, is the activation enthalpy for interstitial impurities
XP = Bexp{A—SJiS the pre-exponential factor
R
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Carbon Solubility in Iron

Solubllity of carbon in Fe = f (structure, temperature)

Where iIs carbon located In iron lattice

Octahedral

6 face‘g sharing with two sides (6/2)=3 One interstitial site in center plusv

12 edges sharing with four sides (12/4)=3 12 edges sharing with four sides (12/4)=3
Total sites is (3+3), 6 per unit cell Total sites is (1+3), 4 per unit cell

Every one Fe atom we have 3 interstitial sife$ Every one Fe atom we have 1 interstitial sie




=== \\hy concentration of carbonin a-Fe with BCC structure is less

than y-Fe with FCC structure?

I I I N N N BN O WAy W

O

C OO

FIRST LET US CONSIDER FCC STRUCTURE (y-Fe)

Packing factor of FCC lattice 0.74

This indicates the presence of voids. Let us discuss it more elaborately.
In a FCC crystal there are mainly two types of voids:

Tetrahedral: coordination number (CN) is 4. That means the void is surrounded by 4
Octahedral: CN is 6. That means the void is surrounded by 6 atoms.

There are 8 tetrahedral voids in a unit cell. That means 2 voids per atom.

There are 4 octahedre voids in a unit cell. Thai mean 1 void pel aton.

However, impurities prefer to occupy octahedral voids.

Because the ratio of the radius of the tetrahedral void to atom is 0.225 andikdmathe
octahedral void is 0.414.

The ratio of the radius of the carbon atom (size is 77 pm) to Fe (when it has FGtalg is
0.596.

So when a carbon atom occupies any void, lattice will be distorted to increasathalpy.
Distortion will be less if it occupies the octahedral voids.

Although it increases the enthalpy, carbon atoms will be present up to @ncenttent
because of the gain in entropy, as explained previously, which decreases tbedrgg

Atoms
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FCC Carbon Solubility in Iron

Size of Fe atom r Fe i/i—é—g—é&\

CCP crystal FCC - r&=vY&=! \
: &) Ov® -«
Size of the OV (OCt) — 0534

XFCC

Relative sizes of voids w.r.t atoms

Size of Carbon atom I C — 0_77 A

Note the difference in size of the atoms

BCC

i Fe —1 9EQ A
U Tace =1.258A

~~ -

swearmerv xP¢_(d tet) = 0.364A

vou (0c)

D Ov: -

Relative sizes of voids w.r.t atoms

Size of the OV Xg(e:c(d.OC'[) = 0.195:&

TRemember 1

U FCC Size of the largest atom which can fit into the tetrahedr@l225 and octahedral void is 0.414
U BCC Size of the largest atom which can fit into teetrahedrals 0.29 andl.octahedraloid is 0.15§1O




= Why concentration of carbonin a-Fe with BCC structure is less

than y-Fe with FCC structure?

NOW LET US CONSIDER THE BCC UNIT CELL (a - Fe)
Packing factor of BCC lattice 0.68. So total void in a BCC unit cell is higher #@€ cell.

However, there are 12 (6 per atom) tetrahedral and 6 (3 per atonheolctd voids present.

This number is higher than the number of voids present in a FCC unit cell.

Unlike voids in FCC lattice, in a BCC lattice the voids are distorted.t Theans if an aton
sits in a void, it will not touch all the host atoms.

The ratio of the radius of tetrahedral void to atom is 0.29 and the radius dfembt@ void to
atom is 0.155.

The ratic of the radius of the C atornr (size is 77 pm) to Fe (wher it has BCC crystal is 0.61z.

So it is expected that in a BCC unit cell, impurities should prefer tetrahgdrds.

However, although the octahedral void size is small, planar radius whil #éoms on thg
same plane is 79.6 pm, which is larger that the C atom size. That meangsig toedistort
only other two atoms.

On the other hand if C sits in the tetrahedral void it has to distort all feama. So ina — Fe
with BCC unit cell C occupies the octahedral voids

Now the octahedral void size in g-Fe (FCC) is higher than a-Fe (BCC). Soatistthe
distortion in a BCC cell will be higher and the activation energy for impesito occupy &
void in a BCC cell also will be higher.

\V

-

This is the reason that we find much lower solubility limit of C in a-Fe. 81




aller octahedral void in BCC ?

— _--.___.- ,_-"_'-_-\""-u.\_

Why carbon preferentially sits in the apparently sm
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Ignoring the atom sitting at B and assuming the interstitial atontndarsuthe atom atAL

OA=Tr+X, —Q BCC—1258A

(1o |/ L
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5 /—6r BCC: +/3a = 4r Iy
r + XA — /f/
8 A 1( 3
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av2 -
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XBCC(d tet) = 0. 364A | ES -

OX = x, =0.796A OY= x =0.195A



=== \WWhy concentration of carbonin a-Fe with BCC structure is less
- than y-Fe with FCC structure?

L Let us consider the C concentrationufi-e (BCC)

77300 77300
Wi% = 240expg — %nol In terms of mole fractionX, =11.2exp - %nol
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01 _
_;\o,ozzwt% i ? 10*]
o I '.‘a
&~ | 3
E ! o 10"5'5
=] I 2 E
-‘E | 1=
5 : 5§ 10°]
2 : @
S £
E : g 10-10
£
12
727 °C ! g 10
i 3
10-12 T T T T T T T T T T T T T \ T 10_“ E
0 100 200 300 400 500 600 700 800

T T T T T T T T T T T T T
0 160 EII}D 300 400 500 600 700 800
Temperature ( °C)

O At 727°C, carbon concentration rFe is maximum (0.022 wt%), which is equivalent|to
mole fraction of ~16. That means there is one C atom present in a cube of 10 atoms in

each direction. That further means that only one carbon atom is present in 3&@0édral
voids

Temperature ( °C)
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KINETICS

O In earlier we are learned about Equilibrium we had seen that the thermaody feasibility
of processes is dictated by “Thermodynamic Potentials’ @igbs Free Energyat constant
T, P, N).
O If (say) the Gibbs Free Energy for a process is negative then the groees take place
spontaneously.

 However, IF the process WILL actually take place (and if it will take plawow long will it
take to occur?}> will be determined by theKinetics of the process

 Deeper the ‘metastable energy well’, higher will &etivation energyrequired to pull thg
systen oul of the ‘well’ anc take it to the equilibriun state (or some othel metastabl state).

|14

U

d To give an example-e,C is a metastable phase. it can decompose 3Fe + C after hundreds of
years. ‘Thermodynamics warrants, Kinetics delays’

O For a given process to occueat and mass transfaray have to take place and this would
take time— hence in ‘kinetics’ we deal withme andrates(1/t) .

O Thermodynamics dictates that the state should transform to the stable state.
However, how fast this transformation can occur cannot be answered by
thermodynamics alone. Determining the rate of such transformation comes under
the realm of kinetics.
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KINETICS

1 For example, consider Figure 1, which shows variation of Gibbs free energysp$tan
versus an arbitrary unit (say atomic arrangement).

 Thermodynamics tells us that if the system is at some meta-stal#elsththas to transform
to the stable state-2. The difference of Gibbs energy { G, = AGp,;. ) IS the driving force
for transformation.

L However, it should be noted that while moving fram Acthated Sias
state-1 to state -2, the system has to actually gross \ N
the humr i.e., it has to go througt a highel energr | 4 ™ \/\ ALE
state-A. This state-A is called as activated state jand 1 l
the difference in Gibbs energy (,G- Gy i) IS
called as energy barrier since it actually resists tt@ AG,,,

system from transforming from metastable state-1
to stable state-2. 2

d The energyAG, is also called as Gibbs free energy
for activation of the process.

Atomic arrangement ——>

O The energy required to overcome the barrier is usually provided by thermaliorm®f the
atoms and hence these processes are called as “thermally activatesbpsice
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KINETICS

 The kinetics tells us that the rate of the process should be proportional to:
Ratell ex ~AG,
RT
(or)

Rate= K_ex ~AE, K, is a constant and Hs the energy (or
0 RT enthalpy) of activation.

 Mosi of the transformation are brough abou by diffusion mechanism. The diffusion itself
Is a thermally activated process. Thus, diffusion coefficient can be esquies:

-Q; D, is a constant and {Js the activation
D =D,ex energy of diffusion
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Questions?

. The specific heat of solid copper above 300 K is givelhy 2264+ 628x10°T J mole’ K™
By how much does the entropy of copper increase on heating from 300 to 1358 K?

. Draw the free energy temperature diagram for Fe up to A6@howing all the allotropi¢

forms.

. From the thermodynamic principles show that the melting point of a nanocrystaikta
would be different from that of bulk metal. Will the melting point be di#éat if the
nanoparticle is embedded in another metal?

. What is Clausius-Clapeyron equation? Apply it for the solidificationteés and gray cas

iron.

. If the equilibrium concentration of vacancies in terms of mol fraction at 8D0s 3x10°
calculate the vacancy concentration at 800 °C. R = 8.314 J/mol.K

For aluminiumAH,, = 0.8 eV atormt and AS,/R = 2. Calculate the equilibrium vacan
concentration at 66C (T,,,) at 23C
. Derive AScoy = —RIX,In X, + Xg In Xg]

onf —

. Show that the free energy of a mixture of two phases in equilibrium in a binatgrayis
given by the point on the common tangent line that corresponds to that overgbsaion.
Show that the free energy of a mixture of phases of any other composition or a singés
IS higher.

pha
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Questions?

8. Draw the G-X diagrams at the temperatures shown in Fig's. Please natéhéharystal
structure of both the pure metals in the phase diagram is the same.

L

A XIL_"’

9. For a single-component system, why do the allotropes stable at high temperagve

BB

T

o+

A

X, B

o\ oL

o+
I

T

A

higher enthalpies than allotropes stable at low temperatures.

10. Derive following equationg; -y G+ X G, + QX X, +RT(X, In X, + X, In X;)

Xu_“

B

Uy =G, +Q(1- X,V +RTIn X,
11.Calculate the free energy of Si at 1186 °C from the known vadgegyen below:
A=23.698 B=3.305x10°,C = 435x10°andAS,,, =18.81J / molk
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Questions?

12.1dentify the errors in the binary phase diagram given in Fig., give thsamls and draw the

corrected phase diagram.

:
\K'\. L ﬂtul\ & |
\ T / g
i 7
,ly | \‘ ‘\\ = .."
A = = ’,.';
. s E
\\ i /
e N . / |
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X . W / i !
1
) ff’l ||
l / \
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= \
| // % I".
J % ;- }
t/ v _\ \
p 1 2
*:1{?\.»\ [1 S t::w\

13.Consider an alloy of elements A and B, with the composition @FX25 andX=0.75. If
the free energy of the pure elements, A J@nd B (&) are -45.1 kJ and -48.3 kd/mole
950°C, then (a) Calculate the free energy after mixing at this temperdbr two cases
whenenthalpy of mixingAH,,,= -3.1 kdJ/mole and +2.7 kJ/mole.(b) Further, calculate

activity and chemical potential of element A at thattemperaturgHgr, = -3.1 kJ/mole.

at

the

14. Derive the Gibb’s phase rule.
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Questions?

15.15 g gold and 25 g of silver are mixed to form a single-phase ideal solid solution

a) How many moles of solution are there?

b) What are the mole fractions of gold and silver?

c) What is the molar entropy of mixing?

d) What is the total entropy of mixing?

e) What is the molar free energy change aP600

f) What are the chemical potentials of Au and Ag ate0@king the free Au atom is
added? Express your answer in eV atom

g) By how much will the free energy of the solution change atGi#ne Au atom is
added? Express your answeeV aton-!
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Introduction

)

O Diffusion is defined as, random movement of atoms/ molecules in solid, lmpodyas. Fo
example dissolution of ink in water and smoke in air

L It can also defined as, Diffusion is a process of mass transport by @ataouement under
the influence of thermal energy and a concentration gradient.

L To comprehend many materials related phenomenon one must understand diffusion.

Role of Diffusion

Oxidation Creep

Sintering

Doping Carburizing

Many More...!

Materials Joining : Diffusion Bonding

e
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Diffusion Phenomena

Mass flow process by which species change their position relative to their nesghbor
Driven bythermal energyand agradient
Thermal energy— thermal vibrations— Atomic jumps

Atoms move from higher to lower concentration region. If this movement is from
element to another e.g. Cu to Ni, then it is termedrdsr-diffusion.|If the movement ig
within similar atoms as in pure metals, it is termedf-diffusion.

COD0DDO

‘.‘.‘.‘.‘.‘: Gradien
00000 x
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Diffusion under thermodynamic driving force

 As explained before and in the figure, t
chemical potential of elements at a
composition can be determined by taking a sl
on the Gibb’s free energy curve and then
extending it to X = O (chemical potential o
element A, [A) and X; = 1 (chemical potentig
of element B, )

L From the chemical potentials, we can determ
the activities,a, and ag from the knowledge o
free energie of pure element. Composition, Xg

-RTIna, =G, — 4, -RTlnag; =G; — 14

—_— J Y Y

—
Free energy, G

—

d So it must be clear thatgudecreases from Gat Xg = 1 to a infinitely small value close to
Xg = 0.

4 Following, g decreases from 1 atp= 1 to O at X5 = 0. It may vary ideally, that isgg= Xg
or deviate positively/negatively, as explained previously.

4 Similarly, p, decreases from Gat Xg; = 0 to a infinitely small value close toX= 1. g
decreasesfrom laty=0toOat ;=1

d So, 4, and a, andpg and g follow the same trend of increasing or decreasing wigh X
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Diffusion under thermodynamic driving force

1 Now let us consider, two different AB alloys P (A rich) and Q (B rich).

4 If these alloys are kept separately, these alloys will have freeggnef G, and G,,
respectively.

O However, if we bond these two blocks, they will not be anymore in equilibrium conditign.

O If the amount of material P and Q are taken such that overall mole fractiontiseR the
equilibrium free energy will be G

L So the system will try to move to its new equilibrium free energy.
L Now if we don’t melt the alloy, it can only move to the equilibrium compositignsolid

state diffusion.

0
=
2
@ P Q
S Ha > Ky
] ug < ug
L.

Composition, Xg
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Diffusion under thermodynamic driving force

If it is held at elevated temperature at which diffusion rate is reddenaghe system wil
reach to the equilibrium after certain time depending on the diffusion rate.

It can be seen that at equilibrium alloy R, the chemical potential &f A% , which is lower
than theQ chemical potential of the same elempt, , in alloy P but highetnfradloy Q,
that ist/s .

On the other handis  is less tha®  but higher than

So to reach the equilibrium, the alloy P should decrease the chemicaitiabtof A and
Increase the chemical potential of B. On the other hand, the alloy Q shiocridaise the
chemica potentia of A anc decreas the chemica potentia of B.

Since the chemical potential of A decreases from the A rich to the B fioly and the
chemical potential of B decreases from B rich to A rich alloy, P shouldedse the conter,
of A and Q should decrease the content of B.

In this condition it is possible only by the diffusion of element A out of P and difinof
element B out of alloy Q, as shown in the figure in the previous slide.

If we allow the system to go to equilibrium at temperature T, there will bearmposition in
the blocks P and Q at time zero that jsEhen with the increase in time in the order gt
t, > t, > t,, as shown in the figure (next slide), interaction zone increases. Followteg,

\V

infinite time of annealing, tit will reach to equilibrium composition.
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Note here that infinite time is rather notional. It means that long time enaugbaich it to
equilibrium. So this time will depend on the thickness of the blocks and the diffusite af
the temperature of annealing.
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Diffusion under thermodynamic driving force

3w

 Now let us consider a system with miscibility gap.

O If we anneal two block with any compositions |at .
temperature, J, the explanation of the diffusion process ™
will be similar as explained before.

 However, if we couple two blocks with the compositipn™>+ - - - - - = = - = - = = — - |
of P and Q, which are inside the miscibility gap, differ(antr1_ o _/[_—\\____ ]
situation will happen. . .

L From the slopes taken at P and Q, we find

Hn <py and  pg <pg
L That means, the chemical potential of A is less in A ji
alloy, P compared to the A lean alloy, Q.

O Similarly, the chemical potential of B is higher in B le;
alloy, P compared to the B rich alloy, Q.

O If we couple blocks of P and Q then the average {
energy of the systems, let say, R depending on the relative 0 ™ composition, x, 7
amounts of P and Q.

O However, since the system always tries to decrease| free """ -
energy, it will try to reach to the lowest free ener§y, KR <K

and G,




Diffusion under thermodynamic driving force

That means A rich alloy P should increase the content of A and the B rich allsiyoQId
increase the content of B.

From the chemical potential point of view also it must be clear that B wilugdfout of the
B lean alloy P towards Q and A will diffuse out of the B lean alloy Q towards P.

The direction of elements is just opposite compared to the previous example explaine

Since elements diffuse up the concentration gradient instead of down the concar,
gradient, it is callediphill diffusion.

In terms of chemical potential gradient

P_,Q
J.a :“A :“A J.a Ha—Ha J,=-D, s since A diffuse from QtoPand

AX AX dX  and B diffuse from P to Q
Ia M5~ Hy :JAaﬂB ~Hs — J, =-D, e
AX AX dx
In terms of concentration gradient
C; -C% dC
J,=D, Adx A:>JA=DA—dXA
Cy-CF dC
Jo,=D,—2—"?-.=J.,=D,—2
B B d)< B B d)<

It can be seen that negative sign is not present in the Fick’s first law focdises. o

d
itrat




Diffusion under thermodynamic driving force

In previous slides we have shown diffusion of elements because of chemical gloteiviing
forces. However, diffusion occurs even without the presence of thermo dynadnintaly force
or any other driving forces.

For example, in pure material, where there are no forces present but diiboguemp to another
position.
In a low melting point material, like in Sn or Pb, jump of atoms possible evenoamn

temperature. However, jump of atoms in this case is completely randorserfer of driving
forces rather make net flux of atoms to a particular direction.

To test the possibility of diffusion without any driving forces tracer diffusisperiments are
conducte. Radiotrace element which has one or two neutror mas: difference are deposite on a
material of the same element and then annealed at elevated temperature.

Concentration of these tracer elements can be measured at different @gthsin low
concentration because of radiation of different rays

|=4

As shown in a schematic figure, these tracer elements diEL'I oL
inside the material. Since both are pure elements there is n
chemical potential difference.

These tracer elements are used to trace the diffusion of eleme

There will be very small gain (increase in entropy) becaus
spreading of these tracer elements.

If we do not use the tracer elements we will not be able to de
the jump of atoms.

Element A =

ty
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Diffusion Mechanism

O Diffusion of atoms involves movement in steps from one lattice site to thehanofn
empty adjacent site and breaking of bonds with the neighbor atoms are the tessast
conditions for this.

Vacancy Mechanism

O This mechanism involves movement of atoms (we are interested in substitudtonas)
from a regular lattice site to an adjacent vacancy. Since vacancy ants axchangs
position, the vacancy flux is in the opposite direction.

\V
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Diffusion Mechanism

Interstitial Mechanism

 This mechanism Involves migration of atoms from one interstitial site toighbering
empty interstitial site.

O Usually the solubility of interstitial atoms (e.g. carbon in steslymall. This implies that
most of the interstitial sites are vacant. Hence, if an interbfpacies wants to jump, ‘most
likely’ the neighboring site will be vacant and jump of the atomic species carpilake.

O This mechanism is more prevalent for impurity such a hydrogen, carbon, nitrogegergx
which are smal enougl to fit into ar interstitia positior.

Interstitial Interstitial

O .&%’/ e 000
atom
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Diffusion Mechanism

Atom Interchange Mechanism

O It is possible for movement to take place by a direct interchange betweendjaceat
atoms or by a four —atom ring interchange.

O However, these would probably occur only under special conditions, since the ghysic
problem of squeezing between closely packed neighboring atoms would increase igrg barr
for diffusion.

L Note: The rate of diffusion is much greater in a rapidly cooled alloy thahensame alloy
slow coolec. The differenceis due to the largel numbe of vacancie retainecin the alloy by
fast cooling.

000 0000 0000
OC 00 O0@O OO O
Q000 0000 0000
OCO000 0000 0O0O0O0

direct exchange ring vacancy

~
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Diffusion Mechanism

Pipe Diffusion

O When diffusion occurs via edge dislocation, it is caltede diffusion.

. . . -
. . . . o %
- "."
& i ,l'..
n'. ="
| S
&
. . . . . . - .r'.
R O e e
#
L
*

Since it feels like movement of atoms through a pipe.
Note that both interstitial and substitutional diffusion can occur via dislonati

Even impurities are attracted by the dislocations because of avayatifilihore space angd
chance to release stress.

O This is also the reason (more open space) that it has lower activatioarkard diffusion
rate through dislocation is higher than the diffusion through lattice.

C OO
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Diffusion Mechanism

Grain boundary diffusion

O Diffusion occurs via grain boundaries even easily and it is called grain boundargian.

 Since grain boundaries are relatively more open structure compared to atvouture
inside the grains, the barrier for diffusion through grain boundary is much le$ghe
diffusion rate is higher.

] Rate of diffusion increases with the increase in misorientations.
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Diffusion Mechanism

Surface diffusion

O When diffusion occurs over a surface, it is called surface diffusion.

 Here activation energy for diffusion is the lowest since there are no aabimge the aton
of interest, which exchanges position with the vacancy. So diffusion ratieeisighest

compared to other diffusion mechanisms.

Grain
boundary

lattice

Diffusion coefficient

Surface diffusion

1T

 Note that both interstitial and substitutional diffusion can happen throughcela
dislocations, grain boundaries and surface.

 Slope of the diffusion coefficient vs. 1/T gives the activation barrier fdfusion.
Activation barrier is the lowest and diffusion rate is the highest for théasardiffusion.
Activation barrier is the highest and diffusion rate is the lowest for latiiffusion.




Diffusion Mechanism

Diffusion Couple

L When two blocks with different compositions are joined (coupled) together andladrie:
allow diffusion between them, it is called diffusion couple.

A

- —-—I

Anneal

Interdiffusion (chemical diffusion)

L Since elements in the diffusion couple interdiffuse to each other, it isctaiterdiffusion.

[ The diffusion coefficient is in general called as interdiffusion @oefnt and if sometime:
any new compound forms during the diffusion at the interface, occasionallycdillisd
chemical diffusion coefficient.

L Note that actually elements A and B diffuse. Diffusion of these elesara called intrinsi¢

diffusion of elements.

V)
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Diffusion Mechanism

Self diffusion

Q
Q

a

a

When diffusion occurs without any presence of driving force, it is called sdifsidn.

Atoms vibrate at their positions and because of some violent jumps, it can ¢re
activation barrier to make the jump successful.

Since there is no driving force to direct the jump of atoms to a partiadilgction, self
diffusion is truly random in nature.

This indicates that when a pure metal is kept at elevated temperature juatpro$ is
always happening.

In low melting point metals, like In or Sn, even at room temperature, atocizamge their

position.
However, since these are very small in size, we cannot follow a particioliar jamp.

We shall see that the jump can be many orders of magnitude in one second. Thssit
even difficult to follow the jump of atoms.

To obviate this problem, concept of tracer diffusion is introduced.

5S 1

nake
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Kirkendall Effect

O If the diffusion rates of two metals A and B into each other are differdvd, boundary
between them shifts and moves towards the faster diffusing metal.

Arich & B-rich Diffusion rate
Jp> Jg
t=t, t=time

-
bl -

t=0 A

O This is known as kirkendall effect. Named after the inventor Ernest Kirker{dail 4-
200%). It car be demonstrate experimentall by placing ar inert marke at the interface

B
_
v Materials A and B welded together with inerp I . |
marker and given a diffusion anneal
v Usually the lower melting component diffusg$
faster (say B) <

T
|
v

Inert Marker — thin rod of a high melting material which i

JJ

basically insoluble in A & B




Kirkendall Effect

O Zn diffuses faster into Cu than Cu in Zn. A diffusion couple of Cu and Zn {e#d to
formation of a growing layer of Cu-Zn alloys(asy.

time, t=0 t=t t=t2 >ty
Zn e Zn Cu
Brass

L Same will happen in a Cu-Ni couple as copper diffuses faster in nickel th&elnic
copper.

L Since this take: place by vacanc' mechanisn pore« will form in cu (of the Cu-Ni couple
as the vacancy flux in the opposite direction (towards Cu) will condense to form. pores

1030

Cu

Cu Mi

------------
F 8RR R
Cu Ni [ B I N B R B N N
EEEEEEEREEEREN
"EEEEEEEREEEEN

Concentration af Mi,

Position

—_—

Diffusion of Cu atoms L L
(N N
Gu Cu-Mi allay i YRR
NN N
amew

Diffusion of Ni atoms

- ——

Concentration af MNi, Cu

Position 110
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steady and non -steady state diffusion

L Diffusional processes can be either steady-state or non-steady-Btatse two types df
diffusion processes are distinguished by use of a parameter called flux.

O Itis defined as net number of atoms crossing a unit area perpendicular tonadiigetion
per unit time For steady-state diffusion, flux is constant with time, whereas for
non-steady-state diffusion, flux varies with time.

L A schematic view of concentration gradient with distance for both stetdg-and nont
steady-state diffusion processes are shown below.

A Flux (J) (restricted definition)— Flow / area / time  [Atoms /?/ S]

C, C
. .
2 ke
IS Steady state ©
= J Zf(x,t) | €
) )
S S
S S
O O

C,

D

Non-steady stat

J=f X,1 ) TTT
(x.0) Distance, Xx—

Distance, Xx—




J (left) ‘ O ‘ . J (right) doesn’t change with time

—

‘ ‘ ’ O % Concentration ‘C’ in the box

Steady State
J(x) Left = J(x) Right

% Concentration accumulating
- in the box
J(eft) (@ O @ @ |9 (right)

‘ ' ‘ . D Non-Steady State ]

J(x) Left #J(x) Right

112



Fick’s | Law

[ Steady-state diffusion is described by Fick's first law which &tatkat flux, J, IS
proportional to the concentration gradient.

O The constant of proportionality is called diffusion coefficient (diffusivit{) (cn¥/sec).
diffusivity is characteristic of the system and depends on the nature of thesiddf
species, the matrix in which it is diffusing, and the temperature at whiéinsgbhn occurs.

L Thus under steady-state flow, the flux is independent of time and remainsniscadaany
cross-sectional plane along the diffusion direction. for the one-dimensiona) Eak’s
first law is given by

J = atomd area/time ] concentraiton gradient

dc dc 1 dn dc Q
Jl—— S J=-D— — J)J=———=-D— E
dx dx A dt dx » e
4 X
. B
No. of atoms crossing h ,’d Concentration gradient| & B
area A per unit time \ A & - o T
I - [o]g r
Diffusion coefficients— | dt A% ' 0Ss-sectional area
diffusivity ~l “ 7 The minus sign in the equation means that
il diffusion occurs down the concentration gradient




Fick’s | Law

O In Ficks I law, minus sign comes from the fact that matter flows down three@otration

gradient. It is not necessatrily true in all the cases.

Matter may also diffuse up the concentration gradient, which is called ujffilsion.

O

Fick’s first law can directly be applied in the case
steady state, as shown in the example below.

Steady state means that there will not be any chang
the composition profile with time.

If we pass carburizing gas through the pipe as show
the figure anc decarburizin gas outside the pipe a
steady composition profile may develop.

Concentration gradient can be calculated following:

dc_ C-C,_ C,-C

dx d d

From this, one can calculate the flux from the kno
diffusion coefficients of carbon or the diffusig
coefficient from the flux determined.

of Carburizing
gas

nin| i i {

Decarburizing
gas

......................

B o et e e e e e

jaém
7

Conc
$
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The steady-state diffusion is found in the purification of hydrogen
Solved Compute the number of kilograms of hydrogen that pass per hour thro
=EICENEY | 6-mm-thick sheet of palladium having an area of 0.25t600°C. Assume

meter of palladium, and that steady-state conditions have been attained

gas.
Ligh a
A

diffusion coefficient of 1.7x 108m? / s, that the concentrations at the high-
and low-pressure sides of the plate are 2.0 and 0.4 kg of hydrogen per| cubic

This Problem calls for the mass of hydrogen, per hour, that diffosmsgh a pd sheet.

From the Fick’s | law:

M = JAt= —DAtE
AX

_ 3
= — (L.7x10°m? / 5)( 025m?)(3600s/ h){ 04~ 20kg/m }

6x1073s

= 41x10kg/ h
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A sheet of BCC iron 2 mm thick was exposed to a carburizing ga®sphere on one
side and a decarburizing atmosphere on the other si@@=C After having reached
steady state, the iron was quickly cooled to room tempegatirhe carbon
concentrations at the two surfaces of the sheet were detedo be 0.015 and 0.0068
wt%. Compute the diffusion coefficient if the diffusion Rus 7.36 x 10° kg/m?-s
(Hint : convert the concentrations from weight percent tlodiiams of carbon per
cubic meter of iron.

Solved
Example -2

This problem calls for computation of the diffusion coefficient for a stestdye diffusion
situation. Let us first convert the carbon concentrations from weight peroekilagrams
carbon per meter cubed using below equation.

For 0.015 wt% C
co=|—Cc | [Ce= OB e =1.18kgC/m’
cT|'C.  C. | 0.01t  99.98¢ —LLokgL/m
—< +
o P | 225 787 ]
Similarly, for 0.0068 wt% C | ]
.. 0.0068 _ 3
- = 0.53%gC/m
Ce 0.0068 99993210 2
| 225 787 ]
X,—X _ -3
D=-J—"—>| |=—(736x10°Kg/m’ - s) 2x107m
C,—C; 118Kg/m’—0.535Kg / m’

= 23x10"'m’ /s e




Fick’s Il Law

L However, just the Fick’s first law may not be useful to relate the flux ga@dconcentration
profile, since, in most of the cases, systems develop non steady state cataepirofile.

O It means that concentration at a particular position changes with time.

O For example, if we keep concentration of carbon on one of the Fe surfaces anneal,
composition profile will change with time , as shown in the figure.

Carburizing gas

0 We can't apply Fick's first law directly to
evaluate the concentration profile that develpps
durinc diffusion in this case since as< showr in
the figure, composition changes with annealing
time at a particular position. Cop

L So we need to have a relation, which can relate
time along with the concentration and the
position.

O For that Fick's second law is derived. It |is
derived using conservation of mass and Figk’s
first law.

Fe

Carbon concentration

o
1*]

/_4-"
/

0 Distance, x
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Fick’s Il Law

U OO

Let us consider a very thin slab in the material.

J, is the incoming flux, Jis the outgoing flux

So the amount of carbon coming in short timteis J, 6t
(mole/n¥) and going out is,dt (here J>J1))

If the slab thickness iax, then

X = (‘]1 B ‘Jz)d
AX
Further, flux change in the thin slab can be conside

lineal anc we car write

oJ _J,-J _ J-J,

Equationl

Equation2
0X AX AX
From Eq. 1 and Eq. 2 e 8J
o o ox
Using Fick’s first law
oC 0 0J oC 02]
- D - I e —— _—
o OX( axj If D is Constant P D PV

I

Carburizing gas

Flux, J

Carbon concentration

o

Nistancs '«

e

~— I
J,

.

.
.

Distance, x
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Solutions to Fick’'s second Law

C OO

Solution of the Fick’s second law depends on initial and boundary conditions.

Further, D, in some cases, may be considered constant. That means Botlokange with
concentration or position.

However, this condition meets only in very limited cases.

In most of the practical examples, D is a function of concentration. Incis®, solution t(
the Fick’s second law is complicated.

So in the beginning, we shall solve the Fick’s second law for constant D.
Solution¢ are mainly for two different types of conditions smal anc large time value:.

When diffusion annealing time is small, solution is expressed with inkegwa error
functions. For long annealing time, it is expressed in terms of trigonomegecess.

Note that the long or short annealing time is rather relative. By saying longading time,
we mean that the complete sample is affected by the diffusion process andead to
homogenization.

By saying short annealing time, we mean that experiments are conductethatiethole
material is not affected by the diffusion process.

A4
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Solution for a thin film source

 Let us consider that D is constant. That mean
does not change with the composition. Since ;
particular location C changes continuously w
annealing time, t or a particular C changes
location continuously. From the assumption,
can state that D is the same at any location.

 The meaning of the above statement will be mg
clear, when we shall consider the change of

with the changrin C concentratio.

L Let us consider the situation, when a very t
film of element B is sandwiched between mate
A and then annealed at elevated temperature.

Note: One might ask, how thin it is?
O By saying “thin” we mean that the amount

—TE )

<

C

material B is very low and even after total mixind®a "~

(full  homogenization) element B can
considered as impurities in the material A.

O That means, after deposition of B on A, t
chemical potential gradient is negligible.

TN

s D

t=0

dGC, .
dx
IR
- L to
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Solution for a thin film source

In other sense, we can consider this as an example of diffusion in the absegedriving
force (although small driving force will be there from entropy of mixing)

Actual meaning will be clear, when we discuss about the atomic mechanismucidrff
We can consider that D is constant, since the material in which iusef has fixe(

composition. ic 3 ac 57
For constant D, the Fick’s Il law can be written =—| D—|=D
Bt ax( axj ox°

As showr in the previou: slide it is seel that the elemen distributior aftel the diffusion car
be expressed by exponential relation.

Following the Fick's second law the distribution of element B in A can be expdesse
2

C X
Co(X) =—>exp -
+(9) =12 p[ 4Dt

B

J where @ Is a constant

This relation is developed based on the fact that composition profile shows exaobi
decay from thin film source.

The correctness of the solution can be checked by differentiation of thei@yuwaith
respect to t and x and then using them in the Fick’s second law to find the eajuak on
both the sides.
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Solution for a thin film source

Further, the boundary condition thag € 0, atx=o att=0andC, =x,at x=0att=0

also meet.

Now one might get confused, when we sag, = oo , Since concentration of elemen
Xg !/ 'V, =1/ V,) can't be infinite any time and will have some definite value evel
completely pure state.

HereC; =« is notional and means that the element B is not diluted by any otimeeeig
which further means that it is in pure state and for system it meangt thas infinite source

of element B before starting the experiment.

We shal show thar the absolut values of C; (x) or C, are not importan but the ratic
Cg(X)/C, Is important, where this solution is actually used to calculate thetmcimpurity
diffusion coefficient of the species.

Total material B (mole/r¥) that was sandwiched before annealing can be found following.

Mg = [Cq

+00 2
Sowe canwrite Mg = j tCT'gex;{— 4)[() de
—00 B

Further, we consided = means dx= (2,/Dgt)dA

2./Dgt

tB (=
1 at

14
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Solution for a thin film source

O Since integration givesII, we get
Mg =2C,/Dy [expA)dA = 2C,\ /7Dy,
d Replacing this for M we find
2
C.()=—Me_exd ——% .
2,/ TD gt 4Dt |
d Cg vs. x describes the distribution of elements B.
d dCg /dx describe (following the Fick’s law) the |
change in flux with respect to distance at ' i

t=0

particular annealing time. dc,

d°C, _dC, It explains the rate of
= VSX
dx? dt change of element B

 The negative values indicate the region, wherg
loses the element B and positive value indicates|t -« 0 +®
the region where it gains the element B. Note ff CASIBRGR X
the region where it is losing or gaining the elemgnt
B depends on the time of annealing.
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Solution for a thin film source

t.>t,>t,

Cs

t.
— / % Thgw

=00 0 +0e0
Distance, x

L The change in distribution of elements B with the increase in time is shovireifigure.
Cs(X) 5

Mg - X
| 24Dyt 4Dgt

L Factor 2 comes from the fact that elements diffuse both the sides from the source
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Solution for a thin film source

2
Co(X) = M, exg ——
7Dt 4Dt

Mg X

[t 4Dyt

O From the calculated slope, one ca
determine the diffusion coefficient from
the known annealing time.

INC;(x) =In
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nction analysis)

( Let us consider now the semi infinite 4
diffusion couple of two blocks with ‘“
concentration of

Ce=0 and C,=C]

O It means that, in a A-B binary system,|it
Is bonding between two blocks made |of ¢:
pure A and an alloy of AB.

O Unlike the previous case, here, beca
of the difference in the compositior
diffusion will be driven by the chemice
potential gradient.

] cag, [ (-&))
o cX
2 rDyt | 4Dy |

| -
wn
Concentra'llgr?. [+

Calx)

(o
—

=]

E
Distance, x

 However, we shall show later that the solution we are going to derive, casdaeanly in
the case where the concentration and the chemical potential differenace ehd members
IS not much. That means diffusion coefficients do not vary significantly with |the
composition.

L Semi infinite means that, we anneal for a certain annealing time suchhina@nd of the
initial materials are not affected by the diffusion of elements.
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& 4 Solution in semi infinite diffusion couples (error fu nction analysis)

U Although the meaning of the semi infinite indicates that a good part of the end of the
diffusion couple should not be affected but actually even with one unaffectedcatayer
in the end is sufficient to consider the system as semi infinite diffusion ebupl

L This is important since otherwise we can’t apply the relation derived loedetermine the

diffusion parameter or to calculate the concentration profile from the knowosghin
parameter.

O If this kind of situation shown below, one can calculate no. of B atoms are mhffus a
metal is following way

A\ "4

[
m -+

Concantration, Dﬂ

=0
Distancea, x

Ce(x) _1
C; [1+erf[2\/—j] 127




il Solution in semi infinite diffusion couples (error fu nction analysis)

0
|
i
{

e

e
-
-
r
"
rd
F
ry
r =
&

b

)

i
7
i
i
&
&
i
-
&
r.
A
-~
-
A
-
—

=D ﬂ
Distanca, x

Concantration E‘-ﬂ
Concentration, Cy

e,
.
e

=

=0
Distance, x

o] o)

O It is apparent that the sign of x will depend on which side of the x = 0, we &eeasted tc
calculate.

O Further, if the composition profile is just the opposite compared to the fuemtnele, it can

be shown that the relation become% (x)
1— rf
21/

C.
Note:We always use “+” at superscript for the concentration to denote right Isadelof the
couple and “-" for the left hand side of the couple. 128
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# 04 Solution in semi infinite diffusion couples (error fu nction analysis)

In the previous case, we considered the diffusion between the diffusion coupleod
different blocks with compositio@z =0, and C; or otherwis€; = Cg and 0.

That means in both the cases, it was a couple between one pure element and aid8loy

Error function solutions given previously can be rewritten interms of nornth
concentration profiles as

CB(x)—O:1[1+erf[ X j] C.(X)-0 1[1 e{

C -0 2 2,/ Dt C; -0 2Fj]

In some cases, it is possible that two alloys of AB are couples.

Now if we conside the diffusion couple betweel C; anc C; , where Cg >C; the relatior
can be written as shown in Fig a.

f t

<

ize

Ca(®-C, 1 o c (X):CB-I_CI;_'_CB_CI; orf| X
— 1+ erf B 5 5
CB _CB 21/ 2 DBt
(a) xl=u C+ c: x%D (b)
o Br_;f“
Ce - Cg
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Solution in semi infinite diffusion couples (error fu nction analysis)

a

a

Further, the relation in the case of diffusion couple, whege  @hd Gna Cg as
wn in figure b. (in the previous slide), it can be expressed as
Ca(¥)-C, _1 1-erf| —2 Or CB(X)=CB+CB - erf( X )
C,-C. 2 2./Dgt 2 2 2,/ Dgt

In the case of carburizing, we can see that the relation will be the semespective of the

side on which carburizing is done, since in the case of Fig. a, x is positive bud.ibb F is

negatlve I!‘-‘arbur[:mg gas Garburlizing gas
= cﬂk T = b) ta>12> 1ty C. g
3 \ =
2 l\‘.‘x\‘ ,;;7 g
B[ \\\ 2
8 AN “\\ / / E
5 | N ~ £
E t1"1'- t2 tax'_"‘"-.. — ta //tz 'r.rt1 Il:i
C " — — Go

o~ g~ X
C(x) =C —(Cq Co)erf(—zﬁJ

X
C(X) = CS|:1_erf (2—\/&)} for CO =0 131
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Few important notes

L So from the previous relations, it is apparent that the sign of x (whether ymosti
negative) will depend on in which side of the x = 0, we are interested to cédcula

J Note again that D will be more or less the constant at any position it is edézul It was
also one of the assumptions for this derivation.

O From the error function analysis above, we can see that, at x =0

Ce(x=0)-C; _1 1, o
H it comes=2 =9 =52 Ce(x=0)=2(Ce +C,)

+

from the reIationCB(X)_c_: 11+erf -
C.-C; C:-C; 2

ZF

from the relation C(x)=C4—(Cs—-C )erf(ZJ_j it comes C(x=0)=C,

O It indicates that in a system, where two blocks with different conceatraare coupled,
x =0, which is basically the initial contact plane, the concentratiohbvilalways average c
the concentration of the initial materials.

O Note that we need to locate anyway the initial contact plane after tifigsidin process
since x in the equation is actually measured from the location of the indrdbct plane.

L This also indicates that this equation can only be used when end parts of the isonipl:
affected by the diffusion process, since otherwise at x =0, it wilehanother average vall
depending on how much of the end members are affected.

at
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Solution for homogenization

~

 Let us consider a system with a relatively long time of annealing suchsifsiém may
reach to homogenization.

O Time is rather relative. In a small system, relatively smalletican be considered as lopg
time because it will not take much time to homogenize. On the other hand igeadgstem
even longer time also may not be sufficient.

[ The coring effect generally seen as cast alloys during solidificati@nfirst solid that forms
IS poor in solute. As the solidification progress, the new solid formed besomeer &
richer in solute.

 This give rise to coring i.e., continuou chang: of solute concentratio from cente of a
dendrite towards its surface. Thus, the concentration profile in a cored terstricture
can be approximated to a sinusoidal wave form as shown in figure.

7

2l

e A

I
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Solution for homogenization

d

d

Now 1f the temperature of a two phase alloy 1s raised, 1t may form a single phase alloy by
dissolution of second phase 1.e., the solute will diffuse from precipitate into the matrix & the
concentration of matrix will keep increasing.

The diffusion process will continue until the whole matrix achieves a uniform composition.
Similarly in a heterogeneous alloy with large micro-segregation (as in a cored structure), we
often need to apply homogenization treatment, during which the solute diffuses into matrix
& until the whole alloy achieves a uniform composition.

We are interested in finding out the concentration profile changes with time during
homogenization, which in turn 1s used to decide the optimum homogenization time.
Although diffusion in three dimension does occur during homogenization, we assume that
the length dimension 1s much larger compared to the width of a layer.

The diffusion along width 1s more crucial for homogenization & we can approximate our
problem to unidirectional diffusion.

Let’s assume that the initial segregation pattern is defined by a sinusoidal function as shown

in figure (before page). 5 e
We can apply Fick’s II law for constant diffusion coefficient : 3t =D W

— . T1X
Initial condition is given as :att=0, Cxo =C+/L5SIn T

C is the mean concentration & fyis the amplitude of the segregation pattern




Solution for homogenization

It is clear that the curvature of the profile between x = -l to x = 0 1s negative & hence, the
concentration will decrease 1n this region. Between x = 0 & x =+l , the curvature 1s positive
& hence the concentration in this region will increase.

At x =-l, x =0 & x = 1, the curvature being zero, no change in concentration will occur 1.¢.,
Ci—1r) = C, Copy=C Copy = C

One can write solution for C (x,t) using fick’s I law 1s

. —_n2M2
Cupy =CH+L;sin ﬂj.exp{ r:zl'l Dtj or

- — 2
Cup =C+Bysin B}exp{—tj wherer = |2

I T n-D

T 1s called relaxation time. Thus (I/t) gives the rate of homogenization. It can be seen that
the rate of homogenization increases 1f diffusion coefficient increases. Similarly, rate of
homogenization 1s lower for larger values of period (21).

Thus, relaxation time is the time at which the amplitude of the

The amplitude Bjﬁ) of the concentration profile at any time (t) is given by
profiledrops to (1/e) times of it's original amplitude.

—1
IB(t) = /80 exf{?

1
att=r,p, = p X [, Similarly, at t = 27, the amplitude drops to (%) &soon.




Summary on Fick’s Il Law

Process Solution
. . — X Cs = Surface concentration
C=C.—-(C.-C)erf| ——
Carburisation s ~(Cs =) (zﬁj CO = Bulk concentration
c=C erf( X j " -
Decarburisation 0 >JDt CO =Initial Bulk concentration

C = (Cl +G, j _(Cl -G jerf( X ) C1 = Concentration of steel 1

Piffusion couple 2 2 2./Dt )| €2 = Concentration of steel 2
C=C B s (nxj F{ tj Cmean = Mean concentration
= + [,sIn — |exp —— = Initi i :
Homogenisation mean " /20 1 - BO_ Initial concentration amplitude
A = half wavelength

t = relaxation time

137



An FCC iron—carbon alloy initially containing 0.55 wt% C is exposed tg an
oxygen-rich and virtually carbon-free atmosphere at 1325 K (%0pb
SEINCERY | Under these circumstances the carbon diffuses from the alloy and reacts at
the surface with the oxygen in the atmosphere; that is, the carbon
concentration at the surface position is maintained essentially a#@Qv
(This process of carbon depletion is termddcarburization.) At wh

position will thecarbon concentration be 0.25 wt% after a 10-h treatment?
The value oD at 1325 K is4.3 x 101 m?/s.

This problem asks that we determine the position at which the carbon conmanisad.25 wt%
after a 10-h heat treatment at 1325 K whej=®.55 wt% C.

€ =G, (0257055 O.545£zl—erf( j
C.-C, 0-055 2/ Dt z Erf (2)
f( X j 04545 0.40 0.4284
er — |=0. |
2V Dt Z 0.4545
Using tabulation of error function values and linear interpretatiop
Z-040 _ 0.4545-0.4284 045 04755

Z=0427171

0.45-0.40 0.475E-0.428¢

[2 \/%j = 04277 x=2(04277/Dt = (0.8554,/ (36x10*s)(43x107 '’/ 5)
t

=106x10°m= 106mm




Solved Nitrogen from a gaseous phase is to be diffused into pure iron &C6TH
Example - 4 the surface concentration is maintained at 0.2 wt% N, what will be the
concentration 2 mm from the surface after 25 h? The diffusion coefficient
for nitrogen in iron at 67%C is 1.9x 1011 m?/s .

This problem asks us to compute the nitrogen concentrajiante 2 mm position after a 25
h diffusion time, when diffusion is non steady-state.

CX—CO_CX—O_l_erf( X j

C.-C, 02-0 2\/Dt
2x107°m
=1-erf — =1-erf (0.765
2,/(1.9x107* m? / 5)(25h)(360(s/ h)
Using tabulation of error function values and linear interpretation - Erf (2)
0.750 0.7112
0.765-0.750 _  y-0.7112 y =erf (0.765 = 0.7205
0.80C-0.75C 0.7421-0.711z 0.765 y
C =0 _10-07205 0.800 0.7421

0.2-0

C, = 0.056Mmt%N
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Atomic mechanism of diffusion

a

a

a

Till now, we discussed the diffusion process without going to the atomic level,

measuring concentration profile, one can measure the diffusion coefficients.

However, to get further insights on the diffusion process, we need to undete@atbmic
mechanism.

It is almost impossible to track the jump of any particular atom. Howelvased on th¢
experimental results, we can use logical arguments to explain the proctdss atomic
level.

Mainly there can be two types of diffusion:

. Solvent atoms
@ Interstitial atoms

) Vacancy

 As we have seen before that all elements will have some impurities. C, €c.Hare

present in most of the metals in interstitial voids. So, here diffusiccurs by interstitia
diffusion mechanism.

Similarly vacancies are also always present. So substitutiorfabkoiih is possible becaus

of presence of vacancies.
Let us first consider random jump of atoms that is diffusion without the presence ¢

\U

f any

driving force.
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Activation energy for diffusion

O In a crystal, consider two adjacent interatomic planes separated @istancea and
perpendicular to the diffusion direction x. Let there henoles of the diffusing specie per
unit area in plane 1 and,im plane 2, withn>n, .

O If v’ is the frequency with which atoms jump from one plane to a neighboring plane (the
jump may be in either the forward direction or the backward direction)

Ny

1 . .,
Jio :Enll/ _ N 1
] 1EE
Jor =Y 2 & 0
S o, o,
1 . . S o S
J1- 2(ney =5Y (n, —n,) Equation- 1 = o o
a
_n n, . .
C, = ,n, =C,aandC, —;,nz =C,a (putin Eq.l)

J . :%v'(Cl—Cz)a Equation— 2

dc _C,-C,
dx a

=C,-C, = a%(z (or)C,-C, = —a%ﬁ (putin Eq.2)

dx

J :—lv'azE = J :%v'az(—ﬁj_, Equation3
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Activation energy for diffusion

Comparing Equation —3, with Fick’s first law, we see that D = % a9’

If we take into account the probability of jumps in three mutually peripendicular directions,
we can rewrite D = %azﬁ’ Equation - 4

For a substitutional atom diffusing via the vacancy mechanism, we have to consider the
availability of a neighboring vacant site for the atom to jump into.

The probability that the diffusing atom will find a particular neighboring site to be vacant is
AG
equal to exp (— R—;) ,where AG¢is the free energy of formationof a. mole of

vacancies.

The number of successful jump attempts by an atom 1s given by U exp (%) , where v 1s

the lattice vibration frequency and AG,, is the free energy maximum (per mole) along the
path to the vacant site.

AG,, 1s called the free energy of motion of a vacancy. The frequency v’ with which an atom
exchanges position with any of the neighboring sites is then given by

AG
v=zvexy - 28 |exd 220 | Equations
RT RT

Where Z 1s the coordination number. Substituting Eq.5 in Eq. 4, we obtain

1, AG, +AG;,
D:Ea Zvexp - RT 142




Activation energy for diffusion

In simple cubic, FCC and BCC crystals, it turns out that 1 7?7 = &
- =

Where a, is the lattice parameter of the cubic crystals. In such cases, therefore,

) AG,, +AG; _
D =ajvexp - - Equationo

RT
Using AG = AH - TAS, we can write Equation 6 1s

) AS, +AS, AH_+AH, _
D =ajvex B exp - - Equation/

RT
Experimental data show that Q _
D =D, ex “RT)” Equation8

Values of Dy (called the frequency factor) and Q (called the activation energy for diffusion)
are obtained from measurements of D at different temperatures.
F(Asm +AS, j

Comparing Equation 7 & 8, itis seenthat Q@ = AH,, + AHf and D, = afv ex

For interstitial diffusion in a dilute interstitial solution, the jump frequency into a given
: . iy o AG
neighboring interstitial site i1s 9 exp (— R—;") Here, AG,, represents the free energy

increase, as the diffusing atom moves from one interstitial site to the next. It 1s called the

free energy of motion of an interstitial. s




Activation energy for diffusion

O The probability that the adjacent site will be vacant is almost unity. Tthenfollowing
expression for D as a function of temperature results:

-AG
D =a?vex m
% ‘{ RT)
2e

— 2 _AGm — ﬁ — _&
D_VaoeX’{ RT j_vao XF{RT) DOeXp( RT)

d Now Q=AG, A =AH,_-TAS_  activation energy for migration

D =D, exp(— A:_I[“J where D, =va’ exp(— Agmj pre exponential factt

AH, activation enthalpy for migration

 Activation energy can be determined from the diffusjon, o
coefficients calculated at different temperatures.

D =D, ex - :>InD:InDO—g
RT RT

O Soif we plot InD vs. 1/T, we can determine the activation engrgy
for diffusion, Q.

Slope=-

InD
J.'.ll_g

=
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Activation energy for diffusion
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Factors affecting Diffusion

Ease of a diffusion process is characterized by the pararDetgiffusivity. The value
of diffusivity for a particular system depends on many fagtas many mechanisms
could be operative.

Diffusing species

If the diffusing species is able to occupy interstitial sjtéhen it can easily diffuse
through the parent matrix. On the other hand if the size oEsuitional species is
almos equa to thar of paren atomic size substitutione diffusion would be easie.
Thus size of diffusing species will have great influence dfudivity of the system.

Lattice structure

Diffusion is faster in open lattices or in openedtions than in closed directions.

Presence of defec

As mentioned in earlier section, defects like dislocatjomi®in boundaries act as
short-circuit paths for diffusing species, where the atton energy is diffusion is
less. Thus the presence of defects enhances the diffusiviliffusing species. ,_




Factors affecting Diffusion

Temperature

O Temperature has a most profound influence on the diffysasid diffusion rates.
It is known that there is a barrier to diffusion created byghéioring atoms those
need to move to let the diffusing atom pass. Thus, atomicatidums created by
temperature assist diffusion.

O Empirical analysis of the system resulted in an Arrheniysetpf relationshif
between diffusivity and temperature.

A4

D = D, 4

d Where Qjis a pre-exponential constant, Q is the activation energdifeusion, R
IS gas constant (Boltzmann’s constant) and T is absolutpdesture.

O From the above equation it can be inferred that large aativagnergy means
relatively small diffusion coefficient. It can also be obssd that there exists |a
linear proportional relation between (InD) and (1/T). Thhg plotting and
considering the intercepts, values of Q angcBn be found experimentallgée in
next slide for clear understandihng e




Diffusion paths with lesser resistance

Experimentally determined activation energiesdiffudion...!

qurface< Qgrain boundary< Qpipe< Qlattice

Lower activation energy automatically implies higlddfusivity

Core of dislocation lines offer paths of lower stancePIPE DIFFUSION

Diffusivity for a given path along with the availalcross-section for the path will
determine the diffusion rate for that

Comparison of Diffusivity for

self-diffusion of Ag— Single I Polycrystal
crystal vs. polycrystal =) 7
S ~
_I .
Single
- Qgrain boundary  — 110 kJ /mole " crystal

" Q| attice =192 kJ /mole UT —
«— Increasing Tempé&rature




Solved
Example - 5

This problem asks us to compute the magnitude of D for theisldh of Mg in Al at

400°C (673K).

Using the following diffusion data, compute the value of D fbe
diffusion of magnesium in aluminum at 40

Doqmginay =1.2 X104 m?/s Q=131 KJ/mol

D=(12x10"m’/s)exqd -

131000J / mol
(8.31] / mol-k)(67X)

=8.1x10"m?/s
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Solved At what temperature will the difusion coefficient for thefdsion of
=SeJCEReW | zinc in copper have a value of 2:6101° m?/s

D, =2.4 x10° n¥/s Q=189 KJ/mol

We are asked to calculate the temperature at which the wiffuefficient for the

diffusion of Zn in Cu has a value of 2.6 101 m?/s. Solving for T from below
equation

T=- s
R(In D, —In D)

By using the given data we can get

_|_ 1890003 / mol
(8.313 / mol-K)[In(2.6x10™°m* / s) - In(2.4x10°m*/ S)

=901K =628'C
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Solved The diffusion coefficients for nickel in iron are given at aw
SenJCEway | temperatures:

At 1473K 2.2x1015m?/s

At 1673K 4.8x101 /s

a) Determine the values of [&and the activation energyQ
b) Whatis the magnitude of D at 13WD(1573K)

— _ Qq From this equation we can compute two simultanepus
T - .
R(InD, -InD ) equations they are

_ 5InD,-InD,
nD, =D, -2¢{2}| |InD,=InD, -2 (Ly| o (@=R"7T 7

[IN(22x107%) - In(4.8x10™)
1 1
147K 167K

Q, =—(8.314J /mol-K)

=315700J / mol
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Now we can solve [Xrom this equation

D, =D, e

= (2.2x10? / 8) exp 270U /mol
(8.31] /mol- k)(147%)
=35%x10"m*/s

(b) Using these values ofand Q D ,, 1573K is just

D =(3.5x10*m*/s) ex;{— 315700J /mol }

(8.31J/ mol-Kk)(157%)

=1.1x10"m?/s
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Concept of random walk

We related the jump frequency without going into details of the possibility of nexpj
after making a successful jump.

However, we find a very strange fact when we try to relate diffusionfmoent with the
jump distance.

The diffusion coefficient of carbon i iron with FCC structure at 1100°C is in the order
1019m?/s.

The jump distance can approximately be consideretkaslO°m

From the relation derived between diffusion coefficient and the jump frequiene can
write '~ 101¢/s
This means, atoms change their position in the order 8ftifies per second!

This number sounds very high, however, if we consider Debye frequency, it s
reasonable.

That means atoms make successful jump one out éfati@mpts only, since vibratio
frequency or Debye frequency is roughly in the order oK)

Now suppose for the sake of explanation, we consider that atom can jump on a singig
and always goes forward.

Then after 1 hour, jump distance will be-10x10'% 60x60 = 3.6 kms! The same after |
hrs will be 36 kms!

of

punds

n

LO
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Concept of random walk

However, previously we have seen that the typical diffusion length is in micron.

This indicates that jump of atom is not linear and possibly many times jumps tog
previous position to have resultant jump distance zero.

Jump is random, as we are considering the jump of atom without any driving fibre
jump of atoms will be random.

This must be the reason to find much smaller diffusion length in practice.

This is the reason to say that when there is no driving force atoms go throteyidam
walk.

Sc we nee( to relate this randon walk with the actua jump distanct anc the diffusion
coefficient of atoms.

This sounds very difficult, but can be done following simple approach, without ma&im
many assumptions.

9000000000000

20 0000000000
9000000000000
000000000000
....g,’i!a....‘...,./g.... @ Starting point
.f. .‘.f.r.!‘ .n‘.r.r.:’ ® 0 i Destination point
‘9 90000000 0 9.00 = Shortest route
.f.‘.‘ .(. . . . . .\,. . . * Tortourous diffusion
\-.-..f."\.“\. (N X | & .f. & route possible
’0'0'90'00 0000000

00 00000000060
0000 0O0O0OCOOGEOIOGES -

ck

a

3
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Concept of random walk

For the sake of explanation, let us consider first atomic arrangement in two danens
Host atoms are shown as blue balls and the interstitial atom as small red bal

As mentioned previously, we are considering very small concentration oiini@ratoms
(one in few thousands voids) and we may assume that no other interstitial atoesespin
the close vicinity.

Let us consider that the interstitial atom reaches to the point Q fromeP @&dttain numbe
of jumps.
Now question is after how many jumps one atom will reach to that point.

One car easily coun that there are few path¢ (showr by rec arrows througl which it car
reach to Q after 14 jumps.

However, actually, chance is very less that atoms will follow this route.
It can follow a very torturous long route, as shown by green arrows, to arrive at Q.
For a number of random jumps, n, the mean distance x, after time ‘t’is given by

x:)lx/ﬁ:ﬂlx/ﬁ

Hence the diffusion distance is proportionahto

Since the jump of atoms is random in nature, there can be huge differencenarttioer of
jumps that different atoms will make to reach to a particular distance.
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Concept of random walk

L Now let us go back to our discussion on diffusion of carbon in iron.
O We have calculated that the average jump of carbon atoms in g-iron at 11000€/s 1
Q

If we consider that each jump distance is aboutld, then each carbon atom travels tatal
distance of 3.6 kilometersin 1 hr.

 However, because of random nature of jump, on average, atoms will travefféogve
distance of

x = /10 x 3600x10°m = 6x10° x10°m = 0.6mm= 600um

[ Note that thisis the ordel of diffusion lengtl we actually se¢in carburize: stee.
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Summary

Diffusion Faster for

Diffusion Slower for

Open crystal structures

Close packed structures

Lower melting temperature
materials.

Higher melting temperature
materials

Smaller diffusing atoms

Larger diffusing atoms

Cations

Anions

Materials with secondary bonding

Materials with covalent bonding

Lower density materials

Higher density materials
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Questions?

. What is the number of atoms in a cubic meter of copper? The gram-atomic weight of
is 63.54 gm/mole and the atomic volume of copper is 7.09 par gram-atom. Nexi
compute the number of copper atoms pérgiven that the lattice constant, a, of coppe
0.36153 nm and that there are 4 atoms per unit cell in a face-centered cubat.cryst

. A diffusion couple, made by welding a thin one centimeter square slab of pusd A&l
similar slab of pure metal B, was given a diffusion anneal at an elevatagdrature an
then cooled to room temperature. On chemically analyzing successyeeslaf the
specimen, cut parallel to the weld interface, it was observed thamne position, over ;
distanci of 500C nm, the atorr fractior of meta A, N,, change from 0.3C to 0.35. Assum
that the number of atoms per3rof bothe pure metals is 9 x 30 First determine the
concentration gradient didx. Then if the diffusion coefficient, at the point in question &
annealing temperature, was 2x%0n?/s, determine the number of A atoms per second
would pass through this cross-section at the annealing temperature.

. On the assumption that the self-diffusion coefficient of a simple cubicImétase lattice
constant, a, equals 0.300 nm is given by the equation

D= 10—4 e—200,000/ RT’ m2 / S

Determine the value of the diffusion coefficient at 1200 K and use this to rdaterthe
mean time of stay;, of an atom at a lattice site.

sopper

5|

and
that
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Questions?

4. Do you expect any difference in room temperature self diffusion coefftsi of Al just
guenched from 60 to room temperature and the one slowly cooled to room temperdture?
Explain.

5. The diffusivity of gallium in silicon is 8x10’ m?/s at 1100C and 1x164 m?/s at 1300C.
Determine [ and Q for diffusion of gallium in silicon and calculate diffusivity at 1240

6. Using the data given below, make a plot of log D versus 1/T, and estimate ehyheybes
straight line through the points.

CalculateAH and 0O for this line.

Calculatt AH anc D, usinc a leas square procedur anc assumin all errol to be in the
values of D. Plot least squares line on the graph.

g ot

D (m?/s) 1012 1013 1014 1015
T(K) 1350 1100 950 800

7. Concentration of copper in an aluminium slab decreases linearly from 0.4@ua %t the
surface to 0.2 at% Cu at 1 mm below the surface. Calculate the flux of copges across
a plane 0.5 mm below the surface at ¥00Lattice parameter of Al is 0.405 nm.

8. Explain why activation energy for the grain boundary diffusion is lower thanaittivation
energy for the lattice diffusion.

J
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Questions?

9. Derive Fick’s second law from the mass conservation with the help of Fiakslaw.

10. Take derivative of the thin film solution and replace in the Fick's secomdttashow the
correctness of the relation.

11.A small amount i) of component was deposited in the form of an infinitesimally thin
layer onto another elementThe assembly was then annealed at a constant temper&jure (
in vacuum so thattdiffused intoj. We need to predict the concentratid)(as a function of
depth &) into the material and timet); Answer the following question for this diffusign
problem.

a) Write the diffusion equation fcC,

b) Describe the initial condition

c) Describe the boundary condition

d) Describe the constraint on the total mass (M) of the component |.

e) Verify that each of the conditions in (a), (b), (c) and (d) Satig following equation
for C. (D is the constant diffusion coefficientat T).

C(xt)= M exr{_xj
\/ﬁdt 4Dt

Foransweringpart(e),youcanusethefollowing information

4
% _[ expn?)dn = erf (2), whereerf (z) is ca;;ederrorfunctionz
0

erf(0)=0,erf(c0) =1 160




Questions?

12.A binary solid-solid diffusion couple is assembled with two alloys havingiahi
concentrations of 80 atom% and 20 atom% for componantl annealed at a temperaturs

|
for 1 day. Assuming a constant binary interdiffusion coefficient . of £6¥/s and constant
f

molar volume of 8 crfimole, calculate the position of the plane having concentratioriam
be 4.8 crdmole.

13. A thick steel part with initial carbon content of 0.18 wt% was exposed toraucaing
atmosphere at 820°C with constant surface concentration of carbon at 0.8awtPdhe
case depth of the carburized steel is taken as the depth at which carbontcaraedrops
to 0.4 wt%, determin: the time requirec for achievin¢ a cast deptl of 0.8mm. Use the
following data for diffusion of carbon in austenite. What will be the case depi
carburizing time is doubled?

Activation Energy (Q) (KJ/mol) Frequency Factor)Dv/s

136 1x10

h |

14.Pure aluminium was quenched from 83G00to 29C to retain all the vacancy concentration.

What should be the self diffusion coefficient for Al at %®5 immediately after this

guenching? The enthalpy of migration and vacancy formation for Al are resplgdbivGS
eV and 0.72eV. Frequency factor for Al self diffusion is 0.047fsmAssume no divacang
concentration.

15. Briefly explain the concept of a driving force. And what is the driving force feady-state

\"4

y
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Questions?

16. A steel of eutectoid composition was found to have the lamellar spacing oftpearbe 2.
The average thickness of each cementite layemisTais steel was heated to 8%D for

austenitization, which proceeds by diffusion of carbon atoms from ceraentd austenite|.

Assuming that the transformation of ferrite to austenite does not take timehderive the
equation for concentration profile of carbon developed in a pearlite colonywgldine
austenitization. You can assume square wave type initial profile inifeavith zero%
carbon in ferrite before the dissolution starts. Assume no discontinuitprdéentration a
the interface.

Hint i) No flow condition: exists i.e. the concentratio gradient are zerc al the boundarie
and at the middle of the profilei.e.atx =0, x =1, and x = -I.

Hint i) If a periodic function f(x) is defined between —| and +|, it can be expresses

fourier series as followsm) A, +E(A msn*; B 11”‘;“

where,
_l +/
A, = _)—f.,f‘(_r)d_r

iff(\.)cos”;“

i

dx

i dx
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Questions?

17. A thick steel slab with 0.2 wt% carbon concentration is exposed to a canbgiatmosphers
at 900°C. Carbon concentration at the surface of the slab is kept constaBtvafd.. Case
depth is considered as the depth from the surface at which carbon concentrafierial®.6
wt%. (See the error function tables and the interdiffusion data for Ceel gfiven at the
end).

a) Calculate the time required for achieving a case depth of 0.5mm

b) What should be the temperature of carburizing if the same case depth is defguine
achieved in exactly half the time

c) At 90C°C, a particula plane of compositiol C’ was observe to be al a deptl of 0.7mm
at the end of carburizing cycle. What should be the position of the plane C’
double the carburizing time at 900°C?

18.A sheet of steel 2.5 mm thick has nitrogen atmospheres on both sides °at 6@ is
permitted to achieve a steady-state diffusion condition. The diffusiorfficeat for
nitrogen in steel at this temperature is 1P 1%m?/s, and the diffusion flux is found to b

1.0x107kg/mé-s. Also, it is known that the concentration of nitrogen in the steel at tie- hi

1%

L4

after

e

pressure surface is 2 kgdmHow far into the sheet from this highpressure side will the

concentration be 0.5 kgAn Assume a linear concentration profile.

19.1f iron is kept at 1200°K in a carburizing atmosphere for 8hrs to obtain a cgrbon

concentration of 0.75 at a depth of 0.5mm. Find the time it would take to reamnf sarbor
concentration at depth of 7.5mm at 1250°K. (Givery ® 0.2x10-4 m2/s & Q =
143kJ/mole/°K) 163
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Questions?

20.The concentration of carbon on the surface of iron is maintained at 1.00% at 11355[K f
2hours. Estimate the depth at which % C would be 0.5%. Use the diffusivity values (gi
D, = 0.2x10-4 m2/s & Q = 143kJ/mole/’K. Assume initial carbon content of iron t¢ be
negligible.
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Introduction

Let us start understanding phase transformations using the example of the soiadifaf a
pure metal.

Three states of matter are distinguishable: gas, liquid, and solid

In the gaseous state the metal atoms occupy a great deal of space becauserapith
motion. The atoms move independently and are usually widely separated sdhét
attractive forces between atoms are negligible. The arrangemerdro§ & a gas is one (
complete disorder.

At some lower temperature, the kinetic energy of the atoms has decreadbatsthe
attractive forces becomi large enougl to bring mos of the atom¢ togethe in a liquid. And
there is a continual interchange of atoms between the vapor and liquid abeo$iguid
surface.

The attractive forces between atoms in a liquid may be demonstratdeel@pplication of

pressure. A gas may be easily compressed into a smaller volume, bustadkgh pressur,
to compress a liquid. There is, however, still enough free space in the liguatlaw the
atoms to move about irregularly.

As the temperature is decreased, the motions are less vigorous and thevatfaaces pull
the atoms closer together until the liquid solidifies. Most materials achtupon
solidification, indicating a closer packing of atoms in the solid state.

The atoms in the solid are not stationary but are vibrating around fixed pointsggige to
the orderly arrangement of crystal structures. 166
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Mechanism of Crystallization

O Crystallization is the transition from the liquid to the solid state antlogin two stages:
» Nuclei formation
» Crystal Growth

O Although the atoms in the liquid state do not have any definite arrangemenpassible
that some atoms at any given instant are in positions exactly correspondihg space
lattice they assume when solidified.

L These chance aggregates or groups are not permanent but continually break upramgd re
at other points.

U The highel the temperature the greate the kinetic energ of the atom: anc the shorte the
life of the group. When the temperature, of the liquid is decreased, the mmement
decreases, lengthening the life of the group, and more groups will be presentsanibke
time.

L Atoms in a material have both kinetic and potential energy. Kinetic energyateceto the
speed at which the atoms move and is strictly a function of temperature. The higher the
temperature, the more active are the atoms and the greater is their kinetigyeRetential
energy, on the other hand, is related to the distance between atoms. The greater the
average distance between atoms, the greater is their potential energy.

L4
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Mechanism of Crystallization

Metals

A 4
|74

Thermodynamic# (AL P e e .

High — (10-15) kJ / mole

Crystallization favoured bi/

A 4

Low — (1-10) Poisé

Kinetic i i(AHé)zD Log [Viscosity (1)] -

[ Enthalpy of activation for
diffusion across the interface

/_

Very fast cooling rates ~2&/s are used for the amorphization of alloys
— splat cooling, melt-spinning.
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Solidification (or) Freezing

- -

- ~

Local Solidification time'
Ve N

I\ /\

Temperature —

Total Solidification time

~
T

(_Pouring Temperature™ >

Equilibrium
Freezing
Temperature

When metal is poured into the mould,
the temperature will be as high as its
inversion temperature.

P

Superheat |

Time —
It gets cooled when poured into the
mould and molten metal in the liquid
form will solidify. This time is called
local solidification time

The solidified metal in the mould |
called casting) gets cooled in the mou
to the temperature of the surroundings

d
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Driving force for solidification

between two phases at temperatures away from|t

equilibrium temperature. \\
U For example if a liquid metal is under cooled & U :
- \ Y Solid (G,

O In dealing with phase transformations, we are often
concerned with the difference in free enefgy< Solid stable Liquid stable
he
AG

AT below T, before it solidifies, solidification will
be accompanied by a decrease in free en&@y 0
(J/mol) as shown in figure.

L This free energy decreases provides the dri\ ﬁ% AG — —VE
force for solidification. The magnitude of thjs

NS

change can be obtained as follows. Liquid (GL\)
O The free energies of the liquid and solid af|a AT
temperature T are given by pap . . Undercooling | AG — +ve
G — H _TS B : T
m
G°=H°>-TS

Therefore, at a temperature AG = AH —TAS

Where aAH=H'-HS and AS=S'-S° 170



Driving force for solidification

d At the equilibrium melting temperature . lthe free energies of solid and liquid are equal,
l.e., AG = 0. Consequently AG = AH ~T AS=0

d And therefore at [ As:ﬁ:L NG
T T

m

L This is known as the entropy of fusion. It is observed experimentally that the gnifgp
fusion is a constant R (8.3 J/mol . K) for most metals (Richard’s rule).

[ For small undercoolings\(T) the difference in the specific heats of the liquid and sol(éIFL,(
- C. ) car beignorec.
d Combining equations 1 and 2 thus gives AG L _TL

m

O i.e., for smallAT AG Dﬂ

This is called Turnbull’'s approximation

m
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Solidification of pure metal : Supercooling

O In a pure metal at its freezing point where both the liquid and solid stageatahe sam
temperature. The kinetic energy of the atoms in the liquid and the solid lmeuste same,
but there is a significant difference in potential energy.

L The atoms in the solid are much closer together, so that solidification oattinra releas
of energy. This difference in potential energy between the liquid and stdtes is know
as thelatent heat of fusion.

Cooling Curve for a pure metgl

 However, energy is required to establish a surface
between the liquid and solid. In pure materials at|the
freezin¢ point insufficient energ) is release by the
heat of fusion to create a stable boundary, and some
under cooling is always necessary to form stgble®
nuclei. %

O Subsequent release of the heat of fusion will raisel !
the temperature to the freezing point. The amount oGE)
undercooling required may be reduced by {the— Under cooling
presence of solid impurities which reduce the
amount of surface energy required.

Time — 172



Solidification of pure metal

L When the temperature of the liquid metal has dropped sufficiently belowegzifig point,
stable aggregates or nuclei appear spontaneously at various points in the ligese| Th
nuclei, which have now solidified, act as centers for further crystalomati

L As cooling continues, more atoms tend to freeze, and they may attachelkhemdo
already existing nuclei or form new nuclei of their own. Each nucleus grows by the
attraction of atoms from the liquid into its space lattice.

O Crystal growth continues in three dimensions, the atoms attaching themseleesgain
preferred directions, usually along the axes of the crystal this givesarigecharacteristi
treelike structur¢ which is callec a dendrite.

L Since each nucleus is formed by chance, the crystal axes are pointetiabrand the
dendrites growing from them will grow in different directions in each crydtahally, as
the amount of liquid decreases, the gaps between the arms of the dendrite fidicoand
the growth of the dendrite will be mutually obstructed by that of its neighbors [Eaids
to a very irregular external shape.

L The crystals found in all commercial metals are commonly caljednsbecause of this
variation in external shape. The area along which crystals meet, knowheasgrain
boundaryjs a region of mismatch.

\J

L4

UJ
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Liquid to Solid Phase Transformation: Solidification

Two crystal going to join
to from grain boundary

Growth of nucleated crysts

Grain boundary

Solidification Complete

“For sufficient Undercgoling”



Solidification of pure metal

This mismatch leads to a noncrystalline (amorphous) structure at the gramddrguwith
the atoms irregularly spaced.

Since the last liquid to solidify is generally along the grain boundariese ttends to be
higher concentration of impurity atoms in that area. Figure (previous page)sshow
schematically the process of crystallization from nuclei to the finahgra

Due to chilling action of mold wall, a thin skin of solid metal is formedia wall surface
immediately after pouring.

Grain structure in a casting of a pure metal, showing randomly oriented griasngsall size
nea the mold wall, anc large columna grains orientec towarc the cente of the castinc.
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Solidification of Alloys

' Most alloys freeze over a temperature range ] SHRINKAGE

L Phase diagram for a Cu-Ni alloy system ELndJEH;y]EAF_;
cooling curve for different alloy systems.

 Characteristic grain structure in an allpy EQUIRXED
casting, showing segregation of alloyipng
components in center of casting.

1|, —WOLD

2

SLLLLL L LT L LI L LI L LA LLT

4
] CHILL Z0HE

B I G o
i - & . &

1455°C Liquid Solution — Pouring Temperature

Liquidus «— Liquid cooling
O | reezing begins
§ Freezing completed
©
9 Solidus |

(0]
& [ 1083 °C o Solid cooling
IQ_J o Total Solidification
Solid solution time
|
' >
Ni % Cu— Cu Time —
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Cast Structure

O Chill Zone: A region of small, random|
oriented grains that forms at the surfac
of a casting as a result of heterogenepi
nucleation.

Columnar ZoneA region of elongate
grains having a preferred orientatipt
that forms as a result of competitiye
growth during the solidification of
castin.

Equiaxed ZoneA region of randoml
oriented grains in the center of a castin
produced as a result of widesprea
nucleation.

__——

Figure: Development of the ingot structyre “

of a casting during solidification:

~\Chill grains
Chill zone form

‘Nuclei

Nucleation begir

Columnar grains

NIl

Equiaxed grains

preferred growth produces additional nucleation creates
the columnar zone the equiaxed'Zzone



Remember....!

U O

We have seen phase transformations using the example ddlitigication of a pure metal.

There is no change in composition involved as we are coneglerpure metal. If we solidify an allo
this will involve long range diffusion.

When a volume of material (V) transforms three energies bhabe considered :
v reduction in G (assume we are working at constant T & P),

v increase iry (interface free-energy),
v increase in strain energy.

In a liquid to solid phase transformation the strain enesgyntcan be neglected as the liquid melt ¢

flow to accommodar the volume chang: (assum we are working ai constar T & P).

The process can start only below the melting point of theididas only below the melting point th

Gliquia < Gsoiia)- -6 we need to Undercool the system. As we shall note, usuleable conditions (e.g.

container-less solidification in zero gravity conditipnselts can be undercooled to a large ext
without solidification taking place.

an

e

ent

Bulk Gibbs free energy

-New'interface created

Energies involve Interfacial energy

ey e e : Solid-solid
\olume-of transforming materjal Strain energy




Nucleation

Solidification E  Nucleation Growth

L Nucleation: localized formation of a distinct thermodynamic phase.

L Nucleation an occur in a gas, liquid or solid phase. Some examples of phasasathat
form via nucleation include:

» In gas-creation of liquid droplets in saturated vapor

» In liquid-formation of gaseous bubbles crystals (e.g., ice formation fronenvat
glass' region:.

» In solid-Nucleation of crystalline, amorphous and even vacancy clusterslioh|s
materials. Such solid state nucleation is important, for example,héo semi
conductor industry.

L Most nucleation processes are physical, rather than chemical.

U There are two types of nucleationhbomogeneouand heterogeneousThis distinction
between them made according to the site at which nucleating events. éaauthe
homogeneousgype, nuclei of the new phase form uniformly throughout the parent phase,
where as for the heterogeneoustype, nuclei form preferentially at structural
iInhomogeneities such as container surfaces insoluble impurities grain boungdaries,
dislocations and so on 179




Nucleation

= |t occurs spontaneously and
HOMOQeNouUs randomly, but it requires

superheating or supercooling of
the medium.

Nucleation

= Liquid — solid

Heterogenous walls of container, inclusions

= Solid — solid
Inclusions, grain boundarie:
dislocations, stacking faults

d The probability of nucleation occurring at point in the p#rghase is same
throughout the parent phase

 In heterogeneous nucleation there are some preferredisitée parent phase
where nucleation can occur
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Homogeneous Nucleation

L Let us consider S transformation taking place by homogenous nucleation. Let the
system be undercooled to a fixed temperatifie Let us consider the formation of |a
spherical crystal of radius ‘r’ from the melt. We can neglect the straergy contribution.

 Let the change in ‘G’ during the process h&. This is equal to the decrease in bulk free
energy + the increase in surface free energy. This can be computedgbeacsl nucleus
as below.

JJ

Neglectedin L— S

Freeenergychangeon nucleatiorn= transformations

Reductionn bulk free energy+

AG = (Volume).AG) + (Surface).y)

:f . /,‘\\\
i (] AG = %” “106,)+ [am?) ()

r2

f(r) —

=

v'Note that below a value of ‘1’ the lower power of
dominates; while above ‘1’ the higher power of ‘r dominates
v'In the above equation these powers are weighed with gther

1 ‘factors/parameters’, but the essential logic remains.
rF — 181




Homogeneous Nucleation

AG = (gnsj.(AGv)+(47T2)-(y)

O In the above equation, théterm is +ve and the?term is -ve. Such kinds of equations are of]
encountered in materials science, where one term is opposing the procesiseaather is
supporting it. Example of such processes are crack growth (where surfagy epposes thg

process and the strain energy stored in the material supports crack growth).

O In the current case it is the higher power is supporting the phase transformatioa tise higher
power dominates above ‘1’, the function will go through a maximum as in fig. beldvs
implies theAG function will go through a maximum. l.e. if the process just even staviglitead

to ar increas in AG!

 On the other hand the function with -ve contribution from the lower powerA® will go
through a minimum (fig. below) and such a process will take place down-hill in G apd st

[en

13%

T

4 I
-...x-"-"ﬂ 0.5 1 ""{K‘X‘LEI}
35 :
—x"3 —x"2 -x =3 : — d
= 0.6 ( ) Goes through a maximum |~
0.4 /
25 2 P
02 =
-'-' - K.
F 0 1= r
= = e )
15 :ﬁl 5 i 4. 04 f.a [ ) 14
o 04 S
0.5 _ 0.4 yoes throug NINIMN
0 = : 0.5
a ] 04 0.a 08 = 1 1.2 14 1o
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Homogeneous Nucleation

O As we have noted previousli¥G vs r plot will go through a maximum (implying that as a small

crystal forms ‘G’ will increase and hence it will tend to dissolve). Thaximum of AG vs r plot is

obtained by, by settingxlG/dr = 0. The maximum value &G corresponds to a value of ‘r’ callgd

the critical radius (denoted by superscript *).

O If by some ‘accident’ (technically a ‘statistical random fluctuatioa'grystal (of ‘preferred’ crysta
structure) size > r* (called supercritical nuclei) forms then it casmgdown-hill in ‘G’. Crystals
smaller than r* (called embryos) will tend to shrink to reduce ‘G’. Tngical value ofAG at r* is
calledAG*. Reduction in G (below the liquid state) is obtained only aftgsrobtained (which cal

—

be obtained by settingG = 0).

Trivial

4o dAG _

dAG -0 dr 0
Tar o ————
r, =——— ASAG,is-ve, ris+ve | .3
AG, &
. 2 \
rr=-L AG :1—67T y32
AG, 3 AG 1
I [
O
P o= 3y < (Embryo Supercritical nuclei
AG=0 0o~
=) AG,

I —



Homogeneous Nucleation

What is the effect of undercooling (AT) on r* and AG*?

d We have noted thaaG, is a function of undercoolingAT). At larger undercooling\G,,
increases and hence r* anéG* decrease. This is evident from the equations for r* At

as below

d At T, , AG, is zero and r* is infinity! — That the melting point is not the same as the

freezing point!! This energy (G) barrier to nucleation is called‘theleation barrier’.

% __________ | AG, = f (AT)
< § The bulk free energy reduction is a function of emdoling
U) 1
@ Y
9 - ! \E o‘&@‘b% r* :—i AG* :1_677' y3
S i © R AG, 3 AG’
o N -
\ Using the Turnbull approximation
- . (linearizing the G-T curve close td, ),
Decreasing'r we can get the value @fG interms of the
T enthalpy of solidification.
O . 16 T?
3 G =S AT A




How are atoms assembled to form a nucleus of r* —"“Statistical Random Fluctuation”

To cause nucleation (or even to form an embryo) atoms of tpadi(which are randomly movin
about) have to come together in a order, which resemblesrifstatliine order, at a given instant
time. Typically, this crystalline order is very differenboin the order (local order), which exists in t
liquid.

This ‘coming together’ is a random process, which is staasin nature—i.e. the liquid is exploring

‘locally’ many different possible configurations and ramaly (by chance), in some location in the

liquid, this order may resemble the preferred crystallindea

Since this process is random (& statistical) in nature, tiodability that a larger sized crystalline order

is assembled is lower than that to assemble a smaller sipgstac.

Hence al smalle undercooling (where the value of r* is large the chanc: of the formatior of a
supercritical nucleus is smaller and so is the probabilitgaidification (as at least one nucleus
needed— which can grow to cause solidification). At larger underaogs, where r* value is relativel
smaller, the chance of solidification is higher.

J
Df

S

~

Schematic of a pant of

T . % liquid below T,
s 4 ", -~
e g Looal order resembling
"!:L et = - eryatailina ondoy
e .__; F p= P, e _—
T AT E
¥ =
e ]_"Jk o 5
J3L
AT =
=4
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# \What is meant by the ‘Nucleation Barrier’  —an alternate perspective

L Here we try to understand: “What exactly is meant by the nucleation barrier?”

O It is sometime difficult to fathom out as to the surface energy can nfralezing of a smal
‘embryo’ energetically ‘infeasiblefas we have already noted that unless the crystallite |size
IS > r, the energy of the system is highekpgreed that for the surface the energy lowering is
not as much as that for the bulk*, but even the surface (with some ‘unsaturated)dsrnds
expected to have a lower energy than the liquid state (where the crgstalergetically
favored). l.e. the specific concern being: “can state-1 in figure below be alb@veero
level (now considered for the liquid state)?"Is the surface so bad that it even negates|the
effect of the bulk lowering?’

L We will approach this mystery from a different angle - by first askingghestion: “what is
meant by melting point?” & “what is meant by undercooling?”.

~

E = Zero ‘Broken bonds’
2 L. A4 .
o  Energy lowering on i A Ay by s sy A
g __formation of infinite crystal ; ]
% ' Crystal with surface
a v ‘Correction’due to surface atoms

\ 4

[y ]

Infinite crystal
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Melting point, undercooling, freezing point

The plot below shows melting point of Au nanoparticles, plotted as a function of thiele
radius. It is to be noted that the melting point of nanoparticles decreases thelobulk melting
point’ (a 5nm particle melts more than 10Q below T Buk). This is due to surface effects
(surface is expected to have a lower melting point than bulk¥3ctually, the curren
understanding is that the whole nanoparticle melts simultaneously (not surfacbydgger).

Let us continue to use the example of Au.

Suppose we are below, Fuk (1337K=1064C, | 1350; Melting Point of Bulk Material

l.e. system is undercooled w.r.t the bulk meltin% o

point) at T, (=1300K—AT = 37K) and suppose ' 1300+ 7. - il
. . o~ 1 '

a small crystal of y = 5nm forms in the liquid| 2, |

Now the melting point of this crystal is ~1200KE

fTren:u’ line shaw:'é:':g the depression

—this crystal will ‘melt-away’. Now we have tp& 1201 in mejting point o Au nanoparticles
assemble a crystal of size of about 15nm {{ r& - Fﬁgfﬁg&}

for it ‘not to melt’. This needless to say is muclg 12001 o “?ﬁﬁ:ﬁ

less probable (and it is better to undercool eyvén ’ B %Hﬁ:ﬁ%

further so that the value of r* decreases). Thus 0 ﬁ@% b i ::ﬁ‘::g?ﬁj | .

the mystery of ‘nucleation barrier’ vanishes and 10 720 30 40 50
we can ‘think of’ melting poine freezing point Radius of particle (nm) —

(for a given size of particle)! Other materials like Pb, Cu, Bi, Si show similar trend lines

T, is in heating for the bulk material and in cooling if we take into account the d&pendencge
of melting point everything ‘sort-of’ falls into place . 87




Homogenous Nucleation Rate

0 The process of nucleation (of a crystal from a liquid melt, belgy#f) we have described
so far is a dynamic one. Various atomic configurations are being explordteitiquid
state - some of which resemble the stable crystalline order. Some of trgstallites’ are
of a critical size r; for a given undercooling AT). These crystallites can grow [o
transform the melt to a soldby becoming supercritical. Crystallites smaller than| r*
(embryos) tend to ‘dissolve’.

L As the whole process is dynamic, we need to describe the process in tetmate of>the
nucleation rate [dN/dt number of nucleation events/time].

L Also, true nucleatiol is the rate al which crystallites becom: supercritice. To find the
nucleation rate we have to find the number of critical sized crystalldésand multiply it
by the frequency/rate at which they become supercritical.

O If the total number of particles (which can act like potential nucleatidesst in
homogenous nucleation for now) is Nhen the number of critical sized particles given|by
an Arrhenius type function with a activation barrierA&*.

N' =N, e“‘ij
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O The number of potential atoms, which can jump to make the critical nucleus sitipal¢r
are the atoms which are ‘adjacent’ to the liquitet this number be s*.

O If the lattice vibration frequency is and the activation barrier for an atom facing the
nucleus (i.e. atom belonging to s*) to jump into the nucleus (to make in supeabris
AH,, the frequency with which nuclei become supercritical due atomic jumps imtp th

nucleus is given by-

No. of critical sized Frequency with which they

Rate of nucleatio E

particles become supercritical
v A
T AGH “AHy
dN {£_AG ,'J | . {\—_dll
| = — N* = Nt e iz V=SV e(‘;lfl:/j
dt

No. of particles/volume in L v — lattice vibration frequency (~1%/s)

s atoms of the liquid facing the nuclels

Critical sized nucleus

Jump taking particle to supercriticality
— nucleatedenthalpy of activation ZIH,)

Critical sized nucleus 189




Homogenous Nucleation Rate

How does the plot of this function look with temperature?

AtT=0Kagainl=0

pDooooC

nucleation rate is not a monotonic function of undercoaling

The nucleation rate (I = dN/dt) can be written as a producheftivo terms as in the equation below.
AtT, . ,AG*is o—I| =0 (as expected if there is no undercooling there is no raticig).

This implies that the function should reach a maximum betwiee T,,and T = 0.
A schematic plot of I(T) (or IAT)) is given in the figure below. An important point to notetst the

| T=T,>AG =0 —1=0

/'_\*} ////
AG #AHy
~ Ps N

“TkT -

{
=N sve'

IncreasingAT

T(K) —

T=0—-1=0

s

N'AG*T = | l

j Note:AG" is a function of T

~,

~

e T =1
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Heterogenous Nucleation

(J Heterogeneous nucleation can be considered as a surface catalyzedted amsiteatior
process. The extent of how a surface can catalyze or facilitate the nooleafpends on the
contact angle of the nucleus with respect to the substrate. The smallendle (ar the
stronger the wetting of the surface), the lower the free energy change, anoethe
nucleation barrier will be.

O Ciritical radius of the nucleus (r*) for a heterogeneous nucleation is the aartieat for g
homogeneous nucleation, whereas the critical volume of the nucleus (like thetdmp
liquid nucleated from gas/vapor phase) is usually smaller for heterogeneous iouctean
for homogeneous nucleation, due to the surface wetting (spreading).

J Heterogeneol nucleatiol occurt muclk more ofter thar homogeneot nucleatiol.
Heterogeneous nucleation applies to the phase transformation betweencapiases o
gas, liquid, or solid, typically for example, condensation of gas/vapor, sohdidic from
liquid, bubble formation from liquid, etc.

O In the solidification of a liquid this could be the mold walls. For solidtstaansformatior
suitable nucleation sites are: non-equilibrium defects such as excessieacalslocations,
grain boundaries, stacking faults, inclusions and surfaces.

L One way to visualize the ease of heterogeneous nucleatibeterogeneous nucleation at a
defect will lead to destruction/modification of the defect (make ssl&defective™). This
will lead to some free energyG,4being releasee-thus reducing the activation barrier

e

—

191



Heterogenous Nucleation : Derivation

( There are three different surface energies of interest:

v = Surfaceof gas/liquid
Vs = Surfaceof liquid/soid
y,s = Surfaceof gas/solid
AG=V.AG, +Ay
Surfaceenergy= AypV,s + AgsV s + AusVas

Gas phase: o

Ay = 271h = 271 (r —r cosd) = 271> (L— cosb) (substrate_surface,
f_h wall, etc.)
Cosf=——
]
h=r-rco<é

, == n(rsinf)’ = m?sin’ 0

A,s =Totalarea- A ;, = A, — 71 *sin” 6 A, =Total area)
Surfaceenergy= y,, 271 *(1-cosb) + y ;71 * sin* 8+ ;A — 1 ° sin* @
Neglect tle y, ;A term,thenabovesquatiorbecomes
Surfaceenergy= y,; 271 *(1-cos8) + ;571 * sin* 6 — 11 * sin” 6 = Eq.1

As
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Heterogenous Nucleation : Derivation

Volumeof sphericatap= Areax Height
o
Volume= In(rsing)2 x dH
0
weknowH =r —rcoss = dH =rsine d¢

:_[nzsinzé:xrsing de

:Iﬂ3sin2£xsin£ de

*| @-cos &)sine de

| (sine —sinecos &)de

1
3

||
O'—;Cb O'—.Qb O'—;Cb

sine -7t jsmgco§ e

let us taket :cos¢9:>ﬂ =-sineE = de¢ :__—dt
de sine

6
- sing.tz.—_d—t

= 71°(—cose)?
o SIN¢&

= 1°(~cose)? + [ t2dt
0
)
= 71°(-cosf +1) +n3[§j

0
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Heterogenous Nucleation : Derivation

= 71° (L-cosb) + %3 (cos @-cos 0)

3
= 11° (L- cosb) +% (cos 6-1)

_ ”3{3—300&9+ cos”@—l}
3

n3
:?[2—30036'+c0§6’]

Surface tension force balance
Cosgyaﬂ = yad' _y,BJ

Vas = Vps
yaﬁ

Cosf =

3
AG = % [2-3c0s8+cos FIAG, + ), 271 * (1~ c0SB) + 77 SIN° O(Y 55 = V)

PUL Y 5 = Vs = ~Vap COSE
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Heterogenous Nucleation : Derivation

3
= %[2—30039+ cos’ ]AG, + ;27 * (1-cosl) - y,, 71 * sin® 8 cosé

_ 4/ [2-3cosf +cos’ 4]

AG, + 71T °y,, (2 - 2cos6 - sin® cosh)

3 4
3 —
= 47; [2 BCOSZ + 05’ 6] AG, +71T°y,,(2-2c0os6 - (L-cos’ 8) cosb)
3 - —_
_ 47; [2 3003Z+co§ o] AG, +47°y,, [2 3003j+co§ 7

2-3cos@ +cos’ 4] 4’
- (27300502008 O AG, +47m7y,,

3 —_
=M AG, +47w7y,,]f(8) — where f (6) = [2 3°°Si+°°§ 9]
AGHetero = AGHomo'f (9)
AG' =AG,.. (") =AG, (r*).f(8)=AG  f(6)

Hetero Hetero Homo

Homo

Nucleation barrier can be significantly lower for heterogeneous nucleatue to wetting
angle affecting the shape of the nucles
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Heterogenous Nucleation

L Using the procedure as before (for the case of the homogenous nucleation) wecdcen
for heterogeneous nucleation. Using the surface tension balance equation wateahe
formulae for r*andAG* using a single interfacial energy;; (and contact angle).

d Further we can write dowAG*, ..,, INn terms ofAG*, . ,and contact angle.

* 2 a, *
dAG O ‘ r.hetero == y g AGhetero -5 4 yzﬁ (2 SCOSH i COS’%Q)
dr AG, 3 AG]

*

fi

% — i (2 _ 3COS€ + C0330) Just a function of@ —

The contact angle

Increasing
contact angle -

//

=0 —f(0) =0

AGheiery :%(2—3C056’+Cos39): f(@)ei 6= 90 — f(0) = 1/2

S

homo

0=180 — f(6) = 1
The plot oAG* | 1010/ AG*1omo 1S ShOWN N the next page



Plot of AG*| ciere/ AG* homo IS ShOWN below. This brings out the benefit of heterogene
nucleation vs homogenous nucleation

If the B phase nucleus (lens shaped) completely wets the substrate/inclagbage) (i.ed

= 0°) »thenAG*, .= 0 —there is no barrier to nucleation.

On the other extreme @-phase does not we the substrate @.es 180°) — AG*cier0 =

AG*,,mo — there is no benefit of the substrate. In reality the wetting afgéeesomewhere

between 0°-180°.

POuUS

| =4

Hence, we have to chose a heterogeneous nucleating agent with a mirihwvatoe

AG*hetero(:I-SO)) = AG*homo
no benef

AG*hetero(oo) - O
no barrier to nucleation

AG*hetero(goo) = AG‘*hom(!z

Vas = Vss
ya'ﬂ

Cosf =

60 90 120 150 180
0 (degrees)—
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Choice of heterogeneous nucleating agent

J Heterogeneous nucleation has many practical applicati

 During the solidification of a melt if only a few nuclei
form and these nuclei grow, we will have a coarse graﬁE
material(which will have a lower strength as compared
a fine grained material- due to Hall-Petch effect).

L Hence, nucleating agents are added to the melt (e.g. Ti
Al alloys, Zr for Mg alloys) for grain refinement.
How to get a small value of 87 (so that ‘easy’ heterogeneous nucleation).

= Choosinca nucleating agent withlow value ofys;s (low energyBd interface
= (Actually the value of(y,s — Yz;) Will determine the effectiveness of the heterogengous
nucleating agent> highy,; or low y;;)

How to get a low value of y;;

= We can get a low value of;
0 Crystal structure o8 andd are similar
o lattice parameters are as close as possible
= Examples of such choices are
v Seeding rain-bearing clouds Agl or NaCl— nucleation of ice crystals

v Ni (FCC, a = 3.52 A) is used a heterogeneous nucleating agetitel production of artificia
diamonds (FCC, a = 3.57 A) from graphite




Heterogeneous nucleation rate

U The rate of heterogeneous nucleation can be expressed in a form similarttoftha
Homogeneous nucleation rate. In addition to the difference ilAtB& term and the prer
exponential term will include only the number of preferred nucleation sites,hwiimany
orders of magnitude smaller than the number of atoms per unit voulme used |n the
homogeneous case

U In order of magnitude , the number of nucleation sites for various situationpiatly as
folllows:

d If N, is the number of sites per unit volume having a nucleation bat@r, then we can
write expression for heterogeneous nucleation rate will be

|\Ihomogeneous ~1C%° m

{AG*-FAGO'] Ngrain boundary ~103 3

Ihet: Ni S* ve R Ngrain edge ~10Y m3
|\Igrain corner ~10" m3

Naisiocation ~103 mr3

d Usually, 16>l omo PECAUSAG™ | < AG* |, dOMinates

the result through the pre-exponential factor may be much smaller forogetezous
nucleation as compared to the homogeneous case.

~

199



Why does heterogeneous nucleation rate dominate?

L To understand the above questions, let us write the nucleation rate for bothasas¢se-

exponential term and an exponential term. The pre-exponential term is a functibe |of
number of nucleation sites.

L However, the term that dominates is the exponential term and due to a la@ethe
heterogeneous nucleation rate is typically higher.
AGhetero
D I \\\\ kT

_[Aeﬁomj
A0 o LK
I 141 e I

homc \homc hetert heter<
= f(number of nucleation siteg) = f(number of nucleation siteg)
~ 102 ~ 10?6
BUT

the exponential term dominates

| hetero > | homo 200




Growth of a Pure solid

L At transformation temperature the probability of jump of atom fram— (3 (across the
interface) is same as the reverse jump

[ Growth proceeds below the transformation temperature, wherein tivatemt barrier for
the reverse jump is higher.

L There are basically two different types of solid/liquid interface: &mmacally rough or
diffuse interface associated with metallic systems, and an aadignitat or sharply defined
interface often associated with nonmetals.

J Because of the differences in atomi
structure thesc two types of interface
migrate in quite different ways . Roug
interface migrate by aontinuous growth
processes while flat interface migrate
lateral growth (Spiral growth and
surface nucleation) process involving

ledges.
Trasformation Nucleation Grtci)I\I/vth
of +
a—f I ais

hase
PP exhausted 201
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Summary

L Compared to the heterogeneous nucleation (which starts at nucleation sisesfaces
homogeneous nucleation occurs with much more difficulty in the interior of a uniform
substance. The creation of a nucleus implies the formation of an interfélce bbundarie
of a new phase.

O Liquids cooled below the maximum heterogeneous nucleation temperature (melting
temperature) but which are above the homogeneous nucleation temperature. (panmecstbst
freezing temperature) are cooled super cooled.

L An example of supercooling: pure water freezes at -42°C rather than atedgirfg
temperatur 0°C.

Nucleation- The physical process by which a new phase is produced in a material.
Critical radius (r*) - The minimum size that must be formed by atoms clustering together|in the
liquid before the solid particle is stable and begins to grow.
Undercooling- The temperature to which the liquid metal must cool below the equilibrium
freezing temperature before nucleation occurs.
Homogeneous nucleaticrFormation of a critically sized solid from the liquid by the clustering
together of a large number of atoms at a high undercooling (without an external interface).
Heterogeneous nucleaticrFormation of a critically sized solid from the liquid on an impurjty
surface.
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Questions?

. (a). Suppose that 0.100 kg of liquid copper is supercooled 250 K, where it is allow
nucleate and solidify adiabaticall (no heat is lost to the surroundingsgufagé how muck
copper will solidify until the temperature recalesces to its meltinghpof 1356 K. The
specific heats of solid and liquid copper in the temperature range of sbtene,
respectively: .
Cp) =2264+ 586x10°T, I/ molK

Cpqy =314 /molK

Where T is the temperature in degrees Kelvin. The heat of fusion of coppe2@ kRBEmol
anc its molar weightis 0.063< kg/mol.

(b). How much supercooling would be necessary in order to solidify the entimgplses
adiabatically?

. Derive the expression for Homogeneous nucleatiaiG*( and r*) and it's rate, anc
heterogeneous nucleatioh@* and r*) and its rate (neglect the strain energy).

. Briefly explain Heterogeneous nucleation on grain boundaries, Grain edges graers;
inclusions and dislocations.

. Derive the expressions for Homogeneous and heterogenerous nucleation by conside
strain energy term.

. Derive an expression for the critical size and activation energy for & curxleus. Unde
what conditions is such a nucleus most likely to occur?

red to

ring the

[
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Questions?

6. Assume for the solidification of nickel that nucleation is homogeneous, and thbanuh
stable nuclei is 1®nuclei per cubic meter. Calculate the critical radius and the numbger of
stable nuclei that exist at the following degrees of supercooling: 200 K and 300d. a
What is significant about the magnitudes of these critical radii and the numbetabdé |s
nuclei? [g;— 0.255 J/m, AH; = -2.53x10 J/n?, Super cooling value for Ni = 32€]

7. Calculate the homogeneous nucleation rate in liquid copper at under coolings of 180, 200,
and 220K, using the given data: L =1.88R10m?, T, = 1356K,y, = 0.177 J ¥, f, = 101!
st C,=6x1C¢®atoms n¥, k = 1.38x1

8. EXxplair the concep constitutione Supercoolin. Wher doe: this take place’ And explair
dendritic formation

9. The surface energy of pure metal liquig, js 600 dynes/ cm; The volume of an atom of this
metal in the liquid is 2.7x18cm?; and the free-energy difference between an atom in the
vapor and liquid AGY, is -2.37J. Under these conditions, what would be the critical rddius
of a droplet, y in nm and the free energy of the dropl&G,, in J?

10. Write a short note on ‘Grwoth of a pure solid’ ?

11. Differentiate between Homogeneous and Heterogeneous nucleation? In whiel cas
nucleation rate will be high? Why.

12. Explain the effect of undercooling on Nucleation rate, growth rate, r* anel &fd what is

the glass transition temperature. And how it is related to undercooling.
204




Questions?

13. The following data concern liquid magnesium at a temperature close to itagpiint of

1380 K: the surface energy of the liquid-vapor interface is 0.44G;Jme density of the

liquid phase is 1.50 xBkg/m3; and the atomic weight is 0.02432 kg/mol.

a) First determiney, the volume of the liquid per atom. To do this, use the density an
atomic weight.
b) Now compute the number of embryos in the vapor at a temperature just abo
boiling point, that contain 10 magnesium atoms.
14.The accompanying diagram is for a hypothetical embryo of silver growing agam
arbitrary mold wall. With the aid of this diagram,
a) Computethe angle of contact) of the embrycwith the mold wall.

1, =0.123 ¥m?

Yim=0.2141/im? //,,/---' T

=t =

Y., =0.100 ¥m?

b) Determine the magnitude of the factor that may be used to convert the homog:s
free energy needed to obtain a nucleus into that of the corresponding heterog
free energy.

15. An alloy having solute concentration C is held at a temperature T withid s liquid range
and the liquid is filtered out. If this process is repeated by heatindt&riing out the liquid

L4

1 the

ve the

S

eNeous
eneous

will it ultimately give pure A? Is this a practical method of purification? 205




Questions?

16.

17.

18.

19.

20.

Estimate entropy change during solidification of the following elements and camarethe
nature of the interface between solidifying crystal and liquid. The latentdr@himelting point
are given with brackets. (a) Al [10.67kJ/mole, 660C] (b) Si [46.44kJ/mole, @1 4

What is partition coefficient? Derive Scheil equation for solidifioa of binary alloys. State th
assumptions made during its derivation. What is the composition of the last sdlidothas
during solidification of a terminal solid solution of a binary eutectic system?

Estimate the temperature gradient that is to be maintained within shiidircum so that the

planar solidification front moves into liquid aluminum maintained at itsltimg point at a
velocity of 0.001m/s. Given thermal conductivity of aluminum = 225 W/mK, lateat of fusion
= 39€ KJ/kg anc density = 270(kg/m3 .

In cobalt, a coherent interface forms during HCP to FCC transformation.aktieel parameter g
the FCC phase is 3.56°AThe distance between nearest neighbours along a close p
direction in the basal plane of the HCP phase is 2.307¢how that the misfit to b
accommodated by coherency strains is small.

Suppose that an iron specimen containing 0.09 atomic percent carbon is eapeidilat 720°C
(993 K) and then rapidly quenched to 300°C (573 K). Determine the length of teen@ded for

one side of a plate shaped carbide precipitate to grow out bgirh0O

p) How wide a layer of the matrix next to a plate would have its carbon condemidawered
from 0.09 percent carbon to that corresponding foto form a layer of cementite 2hm
thick?

g) How long would it take to increase one side of the plate by 10 nm? 206
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Allotropic Transformation in Iron

O Iron is an allotropic metal, which means that it can exist in more thantgpe of lattice
structure depending upon temperature. A cooling curve for pure iron is shown below:

1539°C s i
0 (delta) Fe - B.C.C

140000 00 e
T y (gamma) Fe - F.C.C
U .
b Non Magnetic
-
T 910°C]
S Non Magnetid, @ (alpha) Fe-B.C.C )
S T68°C| T
L

o (alpha) Fe - B.C.C
Magnetic

Time —
Can be other allotropic structures are possible....? 207



Effect of pressure on allotropy of Iron

This line slopes upward as at conswtfnt
| | T if we increase the P the gas will
= | 1liquefy as liquid has lower volume
==-co" Increase P apd gas will (similarly the reader should draw

3000 liquefy on erossing phasel | horizontal lines to understand the effect
Liquid boundary of pressure on the stability of variolis

phases- and rationalize the same).
0 (BCC) ___.---=-""1"| Phase fields of non-close packed

2000|_ /-

structure shrink unde highei pressur

Phase fields of close packed structures
expand under higher pressure

EESe S = e

1000 These lines slope downward as: Under

higher pressure the phase with higher
k=1 packing fraction (lower volume) is
preferred

20

The face centered tetragonal (FCT) iris1coherently deposited iron grown as thin film on a
{100} plane of copper substrate. Growingrigonal ironon mis-fiting {111} surface of a face
centered cubic copper substrate. 210



Iron - Cementite phase diagram

d The Fe-C (or more precisely the Fe;Eg¢ diagram is an important one. Cementite is a
metastable phase and ‘strictly speaking’ should not be included in a phase di&yigm.
the decomposition rate of cementite is small and hence can be thought of as ['stable
enough’to be included in a phase diagram. Hence, we typically consider the,Eg &
of the Fe-C phase diagram.

O In the phase diagram, temperature is plotted against composition. Any point on the
diagram therefore represents a definite composition and temperature. ase gihgram
indicates the phases present and the phase changes that occur during heating and cooling
The relative amounts of the phases that exist at any temperature can atdoniatezl with
the helg of level rule.

A portion of the Fe-C diagram — the part from pure Fe to 6.67 wt.% carbamgsponding
to cementite, F£) — is technologically very relevant.

L Cementite is not a equilibrium phase and would tend to decompose into Fe andearjaphit
This reaction is sluggish and for practical purpose (at the microstructwel) leementite
can be considered to be part of the phase diagram. Cementite forms asdtaackadily
as compared to graphite.

L Compositions upto 2.1%C are called steels and beyond 2.1% are calledorest In
reality the calssification should be based on ‘castability’and not just on carbon content.

 Heat treatments can be done to alter the properties of the steel by mgdifye
microstructure— we will learn about this in coming chapters.

Ty
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Fe-Fe,C metastable phase diagram

: . 0.1 016 ,0.51
Peritectic 4o v . iqui
L+d>y | L Eutectic Liquid (L)
L >y+FegC
1
D
=2
©
()]
Q.
) ; o 723°C ~
o // S i S E . —
‘981 &3 ]
0025%C |>g: =& !
AT o TR
Eutectoid | [a (Ferrite) +iFe,C (Cementite)] = Pearlite
Y o+ FaC e
0.008 0.8 6.7
Fe % Carbon— Fe,C
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Carbon Solubllity in Iron

Solubility of carbon in Fe = f (structure, temperature)

Where is carbon located in iron lattice

Octahedral

Octahedral

6 faces sharing with two sides (6/2)=3 One interstitial site in center plus

12 edges sharing with four sides (12/4)=3 12 edges sharing with four sides (12/4)=3
Total sites is (3+3), 6 per unit cell Total sites is (1+3), 4 per unit cell

Every one Fe atom we have 3 interstitial sife$ Every one Fe atom we have 1 interstitial site

[ ==y



Why concentration of carbonin  a-Fe with BCC structure

IS less than vy-Fe with FCC structure?

I I I N N N BN O WAy W

O

C OO

FIRST LET US CONSIDER FCC STRUCTURE (y-Fe)

Packing factor of FCC lattice 0.74

This indicates the presence of voids. Let us discuss it more elaborately.
In a FCC crystal there are mainly two types of voids:

Tetrahedral: coordination number (CN) is 4. That means the void is surrounded by 4 3
Octahedral: CN is 6. That means the void is surrounded by 6 atoms.
There are 8 tetrahedral voids in a unit cell. That means 2 voids per atom.
There are 4 octahedral voids in a unit cell. That means 1 void per atom.
However, impurities prefer to occupy octahedral voids.

Because the ratio of the radius of the tetrahedral void to atom is 0.225 andnkdaathe
octahedral void is 0.414.

The ratio of the radius of the carbon atom (size is 77 pm) to Fe (when it has BGtlgis
0.596.

So when a carbon atom occupies any void, lattice will be distorted to increasathalpy.
Distortion will be less if it occupies the octahedral voids.

Although it increases the enthalpy, carbon atoms will be present up to ancesttent
because of the gain in entropy, as explained previously, which decreases taedrge

toms



Carbon Solubility in Iron

FCC

Vo (0c)

Ove

Relative sizes of voids w.r.t atoms

. Fe _o N
G Teee =1.292A

S~ -

Size of the OV FCC (OCt) O 534A

Size of Carbon atom | C — 077 A
BCC

Note the difference in size of the atoms

U FCC Size of the largest atom which can fit into the tetrahedr@l225 and octahedral void is 0.414
0 BCC Size of the largest atom which can fit into tteetrahedrals 0.29 andl.octahedraloid is 0.154

i Fe —A1 nCo A
SICZ:eC%i‘;Setaaluom ngc _21-258A/\

~~ -

sceatvers xF€_(dl tet) = 0.364A

vou (0c)

(Hee @

Relative sizes of voids w.r.t atoms

Size of the OV XBFEC(d.OC'[) = 0.195:&

ﬂ Remember .I




Why concentration of carbonin  a-Fe with BCC structure is less

than y-Fe with FCC structure?

0o 00

NOW LET US CONSIDER THE BCC UNIT CELL (o - Fe)

Packing factor of BCC lattice 0.68. So total void in a BCC unit cell is higher #@€ cell.
However, there are 12 (6 per atom) tetrahedral and 6 (3 per atom) octaneidis present
This number is higher than the number of voids present in a FCC unit cell.

Unlike voids in FCC lattice, in a BCC lattice the voids are distoriBuat means if an atom si
in a void, it will not touch all the host atoms.

The ratio of the radius of tetrahedral void to atom is 0.29 and the radius dfextri@ void to
atom is 0.155.

The ratio of the radius of the C atom (size is 77 pm) to Fe (when it has B¢xZat) is 0.612]
So it is expected that in a BCC unit cell, impurities should prefer tetrahgdrds.

However, although the octahedral void size is small, planar radius wiash atoms on the

same plane is 79.6 pm, which is larger that the C atom size. That meandsttoadistort only,
other two atoms.

On the other hand if C sits in the tetrahedral void it has to distort all foumnat So ino — Fe
with BCC unit cell C occupies the octahedral voids

Now the octahedral void size in g-Fe (FCC) is higher than a-Fe (BCC). Soatigtthe
distortion in a BCC cell will be higher and the activation energy for impesito occupy &
void in a BCC cell also will be higher.

This is the reason that we find much lower solubility limit of C in a-Fe. 210
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Why carbon preferentially sits in the apparently sm aller octahedral void in BCC ?

_.--""rr"_

— a2

; | : | |

Ignoring the atom sitting at B and assuming the interstitial atonmésuthe atom atb[

J2a

OA=r+ XA - T I’BF(?C — 1258/5\

av2 ¢

OX=x=0796A OY=x=0.195A X (dte)=0364A | = 20

[+X, =




Characteristics of phases appeared In
Fe-Fe,C phase diagram
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Ferrite ( a)

O It is an interstitial solid solution of a small amount of carbon dissolvedh imon. The
maximum solubility is 0.025%C at 723 and it dissolves only 0.008%C at roc
temperaturelt is the softest structure that appears on the diagram.

Ferrite is ferromagnetic at low temperatures but loses its magnetic properttashe rise
of temperatures with major loss at curies temperatures?Cathd above this temperature
becomes non magnetic (paramagnetic).

The crystal structure of ferritaf is B.C.C

Tensile strength — 245 Mpa, Yield strength 118 Mpa
Elongatior—4C-5C% in 2 in.

Hardness - 95 VPN

O

O OO0

a(Ferrite) contains
B.C.C structure
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Cementite (Fe ;C)

d Cementite or iron carbide, chemical formula;Eecontains 6.67%C by weight and it i a
metastable phase.

O It is typically hard and brittle interstitial compound of low tensileestgth (35 Mpa) bu
high compressive strength and high hardness ~800VPN.

O Itis the hardest structure that appears on the diagram.

U It has a complex orthorhombic crystal structure with 12 iron atoms and 4 carbos ger
unitcell.

O It is slightly ferromagnetic up to 2PC and paramagnetic above it. Melting point aroyind
122°°C.
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(4 atoms)
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Pearlite (a+Fe;C)

4

Pearlite is the eutectoid mixture containing 0.80 ¢
and is formed at 72&€ on very slow cooling.

It is very fine platelike or lamellar mixture of ferrit
and cementite. The fine fingerprint mixture call
pearlite is shown in below figure.

The weight % of these two phases are thus in r
8:1

Tensile strength — 120,000 psi or 825 Mpa
Elongation — 20 percentin 2 in.

Tc.

8)
S
=t

—,

A

D

Hardness — HRC 20, HRB 95-100, or BHN 250-30

Eutectoid

Hypo
Eutectoid

0.025

Hyper
Eutectoid

Pearlite Coarse

0.008

)
< B
= B

Q)

W

@)

%C —

ﬂ Remember...! 1

Pearlite is a not a
phase but combination
of two phases (ferrite
+ cementite)
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Austenite ( vy)

O It is an interstitial solid solution of a small amount of carbon dissolved iron and has
FCC crystal structure. The maximum solubility is 2.1%C at PCA7

O Austenite is soft, ductile tough and malleable (FCC structure) and nognetia
(paramagnetic).

O Steels are commonly rolled and forged above about A1 ®then they are in austenite state
due to its high ductility and malleability, which is also due to its FCQtire.

Tensile strength — 150,000 psi or 1035 Mpa
Elongation — 10% in 2 in.
Hardnes - 395 VPN anc Toughnes is high.

O 00
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Ledeburite ( y+Fe;C)

(J Ledeburite is the eutectic mixture of austenite £nd | Futectic Liquid (L)

cementite. It contains 4.3%C and is formed at PCAY Kfec/ﬁ
O Structure of ledeburite contains small islands of\ s -

austenite are dispersed in the carbide phase. 41, Hypo Fotectc | Hyper Eatetic

L Not stable at room temperature [+(Austenite) + Fe;C(Cementite)] = Ledeburite

8 1= 13°C

6.7

The pearlite is resolved in some regigy
where the sectioning plane makes| /€
glancing angle to the lamellae. The/.:
ledeburite eutectic is highlighted by the®
arrows. At high temperatures this is|@
mixture of austenite and cementite forme
from liquid. The austenite subsequen
decomposes to pearlite.




Ferrite ( 0)

O Interstitial solid solution of carbon in iron of body centere - ferrite
cubic crystal structure.d(iron ) of higher lattice paramet
(2.89A) having solubility limit of 0.09 wt% at 1495°C witf
respect to austenite. The stability of the phase ranges be
1394-1539°C.

O It is a high temperature phase and is a high tempera
manifestation ofx ferrite.

o~

O This is not stable at room temperature in plain carbon steel. Howevan ibe present at
roomnr temperatur in alloy stee speciallyduple» stainles stee.

N

S-ferrite in dendrite form
in as-cast Fe-0.4C-2Mn-
0.5Si-2 Al0.5Cu

4
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Invariant Reactions in Fe -Fe,;C
Phase Diagram




Peritectic Reaction

d The invariant peritectic reaction in Fe-fcediagram is given by
L o-ferrite Cool

n ~ Austenite (y)
0.51%C 0.1 %C 1495°C 0.17%C
O Thus Liquid, wt% is L = 016-01, 1 60=1463%
0.51-0.1
0.51-0.16

d Thuss ferrite, wt % is  O( ferrite) = 05 1 x100=8537%

L Fe-0.16%C steel is a peritectic steel because only this steel undergoes abotien
completely.

L Peritectic reaction is of some importance during freezing of steeldbdnafrom 0.1 to
0.51% particularly under fast cooling conditions, when micro segregation sty
otherwise no commercial heat treatment is done in this region.

L Unfortunately these temperatures are attained during heating of steésdgimg or rolling
etc., then severe overheating and burning results in steels turning themapdaaen.

-~
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Eutectic Reaction

d The invariant Eutectic reaction in Fe-feediagram is given by
Liquid (L Cool Austenite Cementite
quid (L) . ) N
0.17%C 1147°C 2.11%C 6.67 %C

667-4.3

' % isy = x100=5197%
d Thus Austenite, wt% is)y 667211 0

4.3-2.11
' % i C= x10C=48.03%
O Thus cementite, wt % iS—€; 667211 0

U Fe-4.3%C alloy is called eutectic cast iron as it is the lowest ngelbioint alloy, which is
single phase liquid (100%) of 4.3% carbon at the eutectic temperature, 1147 ditquised
and undergoes eutectic reaction completely at this constant eutectic &unpdo give g
mixture of two different solids, namely austenite and cementite, $gind) simultaneously
The eutectic mixture callededeburite

O As Fe-C alloys having more than 2.11% carbon are classed as cast irong-@alfeys
having carbon between 2.11 and 4.3% are callgdo eutectic cast ironawhere as thosg
having carbon between 4.3% and 6.67% are cdilgokereutectic cast ironsAlloys of Fe
with 4.3% carbon is calledutectic cast iron 227
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Eutectoid Reaction

A The invariant Eutectoid reaction in Fe-fediagram is given by

Austenite Cool Ferrite (a Cementite
() . (a) N
0.8%C 727°C 0.02%C 6.67 %C
667—08

: O | a= x100=88%
U Thus Ferrite, wt% Is 6.67—0.07
O Thus cementite, wt % is Fe,C = 08- 002 x100=12%

6.67—-0.02

 During cooling austenite of 0.8% at constant eutectoid temperature, 727°C undergoes
eutectoid transformation to form a mixture of ferrite (C%=0.02%) andecdite i.e., therg
are alternate lamellae of ferrite and cementite .

L This eutectoid mixture of ferrite and cementite is calldARLITE, because of its pearly
appearance under optical microscope.

O The weight % of these phases are thus 8:1. The densities-&87 gm/cm) and (FgC- -
7.70 gm/cm) are quite comparable. Thus the Volume % also approx 8:1. Thus ferrite
lamilla is 8 times thicker than cementite lamilla. as the two bourdanf cementite plate
are close together, they may not resolved separately under the micrpswipad of twa
lines, it appears a single dark line. 228




Eutectoid Reaction

Phase changes that occur upon passing fromyt
region into thex+ Fe,C phase field.

Consider, for example, an alloy of eutectc
composition (0.8%C) as it is cooled from a temperat
within the y phase region, say 800°C - that
beginning at point‘a’ in figure and moving dowr
vertical xx’. Initially the alloy is composed entirely ¢
the austenite phase having composition 0.8 wt.% C
then transformed ta+ Fe,C [pearlite]

The microstructur for this eutectoic stee thai is slowly
cooled through eutectoid temperature consists
alternating layers or lamellae of the two phaseand
Fe,C

The pearlite exists as grains, often termed “colonis
within each colony the layers are oriented in essenti
the same direction, which varies from one colony,
other.

The thick light layers are the ferrite phase, and
cementite phase appears as thin lamellae most of w
appear dark.

ne
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Eutectoid Structure

e

Haigh

Austenite grain
boundary

Cementite
(FesC)

<
‘

Austenite
()

Growth direction
of pearlite

Carbon diffusion

Schematic representation of the formation of pearlite from
austenite; direction of carbon diffusion indicated by arro ws




Hypo Eutectoid Region

O Hypo eutectoid region — 0.008 to 0.8 %'

 Consider vertical lineyy’ in figure, at
about 875°C, point, the microstructuretoco
will consist entirely of grains of they | e
phase. oa by |

O In cooling to point d, about 775°C, which
Is within the a+y phase region, both thesgm
phases will coexist as in the schematic

microstructure Most of the smalla |7, |:

particles will form along the originaly | 790
grain boundaries.

 Cooling from pointd to e, just above the
eutectoid but still in thex+y region, will
produce an increased fraction of the

v

600

Eutectoid «

EIDG H— o+ FE‘aI:'

phase and a microstructure similar to that
also shown: thea particles will have
400

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
i
grown larger. : + T -
C

i Composition (w3 C)




Hypo Eutectoid Region

O Just below the eutectoid temperature, at pdintll the y phase that was present |at

temperatures will transform pearlite. Virtually there is no changedphase that existed at
point e in crossing the eutectoid temperature — it will normally be present asm&ancious
matrix phase surrounding the isolated pearlite colonies.

L Thus the ferrite phase will be present both in the pearlite and also as thetphafgrmed

while cooling through thext+y phase region. The ferrite that is present in the pearlite is

called eutectoid ferrite, whereas the other, is termed proeutect®dr(ing pre- or before

eutectoid) ferrite.

¢ el P r0-e Utectoid ferrite
7]
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Hyper Eutectoid Region

Hyper eutectoid region — 0.8 to 2.1 %C

Consider an alloy of composition,dn figure
that, upon cooling, moves down the ling’. At
point g only they phase will be present and ti
microstructure having only gamma grains.

Upon cooling into they+ Fe,C phase field —

say to point h — the cementite phase will beg

to form along the initial y grain boundaries;

similar to the a phast in point d. this cementit
Is called proeutectoid cementiteéhat which
forms before the eutectoid reaction.

As the temperature is lowered through {

eutectoid to point I, all remaining austenite
eutectoid composition is converted in
pearlite; thus the resulting microstructy
consists of pearlite and proeutectoid cemer
as microconstituents.
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Hypo Eutectoid Region

Cementite network



of Primary Ferrite & Primary Cementite

a

When the carbon content of steels is much away from the eutectoid carbomistiaction
can easily be made between hypoeutectoid steels and the hypereutesbidNgal is the
common etching agent.

Shape of the phases

a

a

—

Proeutectoid ferrite appears as grains which are quite wide, pogheadd the grair
boundaries in between neighboring ferrite grains can be seen.

The films of pro eutectoid cementite generally are much thinner, hawguiaeoutlines and
boundei by shary lines. Thest are preser as network of needle or platelet. Cementit:
looks much brighter and sharp because of its hardness and etching characteristics

Major difference is cementite is present as network at the grain bounddrpesarlite (at
RT), whereas ferrite is present as grains (equiaxed polyhedral graihsyrain boundaries
In between ferrite grains (if etched properly).

JJ

PEARLITE PEARLITE
Microstructu
res of (a) CEMENTITE b
Hypereutecto BRIGHT
id steel (b) AND SHARP |
Hypoeutectoi LINES m FERRITE-WIDER POLYHEDRAL
d steel

EQUIAXED GRAINS WITH
a BOUNDRIES, BUT DULL



&3 Concept of Primary Ferrite & Primary Cementite

Relative Hardness

1%

[ Cementite is very hard (~800 VPN) and ferrite is (~95 VPN). Micro harsltesting can b
done to distinguish between ferrite and cementite.

A simple scratch test can be done. Make a scratch on the polished #ed staface of the
steel and then, examine the point of the scratch where it enters thepubdtetectoid phase
from the peatrlite.

O If the scratch widens on entering, it is the soft phase ferrite, andfhiins in white phase
then the white phase is much harder than pearlite, i.e, it is cementite.

a EMENTITE FERRITE b

Relative hardness of ferrite
and cementite distinguishes
them (a) Hypereutectoid
steel (b) Hypoeutectoid steel b

SCRATCH BECOMES SCRATCH WIDENS
Special Etchants THIN IN WHITE PHASE “IN WHITE PHASE

O Nital etching causes cementite as well as ferrite to look white undeostope
d Asodium picrate solution used either boiling or electrolytically, darken€ et not o’

O Another etchant based on sodium thiosulphate and ammonium nitrate gives colies ferr
but not cementite. 236




Fe-Fe,C phase diagram (microstructural aspects)

. L=liquid, Cm=cementite, LB=ledeburité=delta ferrite o=
15§9 = alpha ferritep’= alpha ferrite(0.00005 wt%Gjaustenite,
O P=pearlite, eu=eutectic, ed=eutectoid, I=primary,
0.09 ll=secondary, lll=tertiary
o+y \ | 1227°C
1394°C i 430 /L+Crr,,
O ! Y|+LB : LB+<:m| A4=1147°C
o L v (ve+CMO)+LB (v LB (vddra
_ Coy (v tCmy) Y el | +Cm)kCm)
(D) © +Cmy)+Cm) | +Cm
| — . 1
- o g
T owoe D ? E F
— A <
3 —@ 2
(@ N o H)l m
e 770C £
=1
< ! ] A=727°C
o o | (PaetCMg+Cm)+ LB (P(atCMy) 81 LB (P(oygtCmy)
. +Cm+Cmy,) | +Cmy)+0m)+Cmy
¢ . |
WO Pl (o0 gg | (Pltedd' et Cmy)FCM,) +Cmy)+ LB
(PO e C 1Oy )+CM) LB ((P(se e €My ) +Cmey | (POedd e Cmy)+Cfrg
WFCM) om0 4cmeCmy) | +Cm)+/Cm,)+Cm .
, o BT T Tty LI - EEEREEELCE R CERE R A0=21O C
a'+Cmy i | |
0.00005 y 6.67

Weight percent carbon
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Evolution of Microstructures on equilibrium cooling

L Sequence of evolution of microstructure can be described by the projected cool
compositions A, B,C, D, E, F.

O At composition A
LoO0+L -0 -d0+y-y-y+a, -a-a+Cm,
O At composition B
L-o+L - L+y| - y-aty-a +(P(aed+Crnad) - 4, (al+le| )+P(aed(a;d+cmn )+C”Ld)
0 At composition (
L - I—+y| - V=W +Cm| - P(Ued+C”Ld)+Cm| - P(Ued(aéd’fcmu)JfC”Ld)’mel
O At composition D
L - L+y| -V +LB - J/;(J/ll +Cm|)+|—B'(V;u(Vu +Cm|)+C”Lu)
- (P(aed +Crnsd) +Cm| ) + LBI(P(aed +Crned) +Cm| +Crneu
— (P(Ae(@eq +Cm, ) +Cmy) +Cm, ) + LB ((P(ao4(@eq + Cm, ) +Cmy) +Cmy ) +Cmy, )

238
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Evolution of Microstructures on equilibrium cooling

L Sequence of evolution of microstructure can be described by the projected cooling on
compositions A, B,C, D, E, F.

0 At composition E
L - L+Cm - LB(y,, +Cm, +Cm) — LB (y,,(yy +Cm,)+Cm,)+Cm

~ LB (P(a., +Cm,) +Cm,) +Cm,) +Cm
— LB ((P(dy4(@eq +Cm, ) +Cm,y) +Cm, ) +Cm, ) +Cm

O At compositiol F
L - FeC
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Application of Lever rule In
Fe-Fe,C phase diagram




A .
Solved For a 99.6 wt% Fe-0.40 wt% C at a temperature just below
Example ~ | eutectoid, determine the following:
a) The amount of R€, ferrite () and pearlite
b) The amount of pearlite and proeutectoid ferritg (
0.02° 6.67
a) The amount of FgC and ferrite (a) 0.4
Percentage dfe,C = o7 o023 100
'IEDE?(
: : 140 L
Percentage oFe;C in 0.4 %C steel is 5.64 % T(°C) i
1200 R 1145C ~_—T+Fe.C| ®
alstenite) =
Percentage of Ferriter)in 0.4 %C steel = (100- 5.64)%ood- )
\ y +Fe,C E
Percentage of ferrite in 0.4 %C steel = 94.36% = - — o
60 a+Fe,C E
6.67 ~ 0.4 —0436% E8- 2 owmt | 'ml

Percentage of ferriteg>—5 925 * 100

241
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b) Phase fraction of pearlite and proeutectoid ferrite @)

Percentage of pearlite = 0.4-0. 025* 100
georp ~0.8—-0.025

Percentage of pearlite = 48 %

Ferite

Percentage of proeutectoid ferrite ¢) in 0.4 %C steel = (10

Percentage of proeutectoid ferrite ¢) = 52 %

_ ) 008—-0.4
Percentage of proeutectoid ferrite = 0.8 —0.025

0.4

0- 48)%

* 100 = 52%
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Critical Temperature lines

1,600

1,030 A E==
m("“'f'e?ﬁ'fe'“'ﬁ' 17~
(delta- /

irond Ty auvic

1,100

1,000

s
900

austenite
and S
ferrite

emperature (*C)

ferrite

iron} - 05087 15 2 25 3 35 4 45 5§

R carbon content (percent)  X-axis
1

4 In general, A — Subcritical temperature A lower critical temperature, A upper critical
temperature, A— Eutectic temperature,;A- Peritectic temperature and A- y/y+cementite
phase field boundary.

O While heating we denoted as A®Ac, Ac; etc., ‘c’ stands for chauffage (French word
which means heatingnd while cooling we denoted as AAr, Ar; etc., ‘r’ stands for

N

refroidissement, (French word) which means cooling. 243




Critical Temperature lines

O The upper — and lower critical temperature lines are shown as single lines (under
equilibrium conditions and are sometimes indicated\asA ., etc. When the critical line
are actually determined, it is found that they do not occur at the same temperatur

O The critical line on heating is always higher than the critical line ooling. Therefore, th
upper critical line of a hypo eutectoid steel on heating would be labkle@nd the sam
line on coolingA,; The rate of heating and cooling has a definite effect on the temperature
gap between these lines.

/-

The result: of therma analysi:
of a series of carbon steels wit
an average heating and cooling
rate of 11°F/min are shown in

\flgure. j\ :
@

AFinal word...! with infinitely slow
heating and cooling they would
probably occur at exactly the same
temperature.
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Effect of alloying elements on Fe-Fe ,;C phase diagram

Based on stabilizing Austenite

d Mn, Ni, Co, Cu, Zn increase the range in whigiphase, or austenite is stable [by raising|A
and lowering A temperature and also tend to retard the separation of carbides.

L These elements havwephase FCC crystal structure (or similar structure) in which these
elements are more soluble than ferrite, and that is why, indte) two phase equilibrium,
these segregate in austenite in preference to ferrite.

L Elements like carbon and nitrogen (interstitial solid solution formingmants) are alsp
austenite stabilizers.

Based on stabilizing Ferrite

4 Cr, W, Mo, V, Si, Al, Be, Nb, P, Sn, Ti, Zr increase the rangergdhase (by lowering pand
raising A; temperatures).

L These elements hawephase BCC crystal structure (or similar structure) and thus-y)(
two phase equilibrium , these elements segregate in ferrite in pnefete austenite. These
elements decrease the amount of carbon soluble in austenite, and thus tend &seiticee
volume of the free carbide in the steel for a given carbide content.

L Chromium is a special case of these elements as at low concentrations ,whramiers
A, temperature and raises, Aout at high concentrations raiseg femperature. Overall, the
stability of austenite is continuously decreased. o




Effect of alloying elements on Austenite phase regi on Mn, Cr

= Mn is Austenite stabilizer
= Expansion ofy phase field witht Mn

Temperature—

Outline of they phase field----- -

0 0.4 0.& 1.2 1.€
C (%) —

__.---7 Outline of they phase field

Temperature—

» Cr is Ferrite stabilizer
» Shrinkingy phase field witht Cr

0 0.4 0.8 1.2 1.6 246



Effect of alloying elements on Fe-Fe ;C phase diagram

Carbide forming elements

O Important elements, in this class, are arranged in order of increadintyafior carbon, and
thus the carbide forming potential of the element :

Fe-Mn—-Cr—-W-—-Mo—-V —>Ti — Nb— Ta— Zr
O For example, vanadium is added in steel having chromium and molybdenum| with
insufficient carbon, then vanadium first removes carbon from chromium carbide, the

remaining vanadium then removes carbon from molybdenum carbide and forms its own
carbide. The released Cr and Mo dissolve to form solid solution in austenite.

Graphitising elements

O Si, Ni, Cu, Al are common graphitizes. Small amount of these elementsegl san
graphitise it and thus, impair the properties of steel unless elements ohideisi@bilizer
are present to counteract the effect.

Neutral element

O Cois the only element which neither forms carbide, nor causes graphitisation.

247



Effect of alloying elements on Fe-Fe ;C phase diagram

Effect on Eutectoid composition

O All the elements lower the eutectoid carbon content. Titanium and molybdemanthe
most effective in lowering it.

L For example, a steel with 5% Cr has its eutectoid point at 0.5%C as compade8ob in
carbon steels. High speed steel has eutectoid point at 0.25% carbon.

Effect on Eutectoid temperature

L Elements like Ni, Mn i.e., the austenite stabilizers lower the eotgtemperature (727°C).
Ferrite stabilizer: like Cr, V, W etc. raise the eutectoit temperatur.

0.80

1300 —T w T
':u. l ] | Molybdenum °. N -‘ |
S 1200 |4 Titanium___|/ {1 <2200 £ 0.70 N Nicke!
g 4 l/ T]erlgst&n 8 * \
2 1100 / /P/ w0 2 < 060 \\ "\
£ = £ g \ \
2 000 )" 3 £ \ - ™. - Manganese___|
S /, 180 < g 0% \\ \\\Qf |
=] . ]
% 900 // Silicon = H P NON k Chromium—
L~ 1600 o 040 N
E / A . £ £ \\ silicon \K N~
£ oo . o o ~ \ e
g Chromium -1 1400 ‘E‘ b4 0.30 \ < -
o] —
= ! | 2 ] A F...--"""f"l'ungsten N
700 Manganese - 2 020 S— \
= Mo 1200 © =]
= a3 i} Molybdenum
o 600 — ~ 5 0.10 H
% ll\llckl I ~o H""‘-.. 4 1000 .g Titanium
W 500 P - O 0 1
0 2 4 6 & 10 12 14 6 18 0 1 4 B 8 m 12 14 % 18
Alloying element, % Alloying element, %

. : : : 48
Effect of alloying element on eutectoid temperature Effect of alloying element on effective carbon tEnt



Limitations on Fe-Fe ;C phase diagram

d Fe-FgC diagram represents behavior of steels under equilibrium conditions, whereas the
actual heat treatments of steels are normally under non-equilibrium conditions.

O The diagram does not indicate the character of transformation of austeniteasutt)
bainite, or martensite.

O The diagram does not indicate the presence of metastable phases like madebsitaie.
It does not indicate the temperature of start of martensit@ibainite B.
a

It does not indicate the kinetics of the transformation of austenite to magebainite or
even pearlite.

O It doe! not indicate the possibilitie: of suppressin the pearlitic or bainitic transformation.
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Classification of steels

Compositions, such as carbon (or non alloy ), low -alloy, alhaly steels

Manufacturing methods , such as converter, electric flenawr electroslag
remelting methods

Application or main characteristic, such as structural ql,t®tainless steel, ¢
heatresistant steels.

Finishing methods, such as hot rolling, cold rolling, aagtior controlled rolling
and controlled cooling.

Produc shape suct as bar plate strip, tubing or structura shap:

Oxidation practice employed, such as rimmed, killed, sdlak and cappe
steels.

Microstructure, such as ferritic, pearlitic, martensiaiad austenitic

Required strength level, as specified in the American $pder Testing anc
Materials (ASTM) standards.

Heat treatment, such as annealing, quenching and tempeaingcooling
(normalization), and thermo-mechanical processing.

Quality descriptors and classifications, such as forginglity and commercia
quality.

L
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Classification of steels

Stelels

Low ,:Alloy High Alloy

low c'arbon Med c'arbon high éarbon
<0.25wt% C 0.25-0.6wt% C 0.6-1.4wt%C

I_I_I | I | | |

| ..
Name plain HSLA plain et plain tool aus.terﬁmc
| | treatc?ble | stamlqss
.. Cr,V Cr, Ni dr, \/, :
Additions none : none none Cr, Ni, Mo
1 NII MO | Mp 1 MOI W 1
Example 10_10 43_10 10_40 43_40 10_95 4;I.9_0 3(_)4
Hardenability O + + ++ ++ +++ 0
S0 t A + 0
EL + + 0 - - - ++
| | | | | 11 . |
Uses auto bridges crank pistons wear drills h|gh.T
struc. towers shafts  gears  applic. saws applic.
sheet press. bolts wear dies turbines
vessels hammers applic. furnaces
| blades V. corros.
resistant

Increasing strength, cost, decreasing ductility -



TT & CCT Diagrams
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Time-Temperature-Transformation
(TTT) Diagrams

O The temperature of transformation controls the nature of decomposed product éoifita)st
which in turn decides the resultant properties of steel.

L The kinetics of austenitic transformation can be studied best at a constg@regure rather
than by continuous cooling.

 The constant temperature transformation is also referred to as isatheemsformatior
which is studied by the following experiment.

O Davenport and Bain were the first to develop the TTT diagram of eutectoal. Sthey
determine pearlite anc bainite portions wherea Coher latelr modifiec anc includec Mg
and M:temperatures for martensite.

L There are number of methods used to determine TTT diagrams. The most popular method
Is salt bath techniques combined with metallography and hardness measureimhnent
addition of this we have other techniques like dilatometry, electricsistigity method,
magnetic permeabilityni situ diffraction techniques (X-ray, neutron), acoustic emissjon,
thermal measurement techniques, density measurement techniques ancbdyimammc
predictions.

O TTT diagrams, also called as Isothermainiperature constanijransformation diagrams.
U For every composition of steel we should draw a different TTT diagram.
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Determination of TTT diagram for eutectoid steel

O For the determination of isothermal transformation (or) TTT diagrams;amsidemmolten
salt bath technigueombined with metallography and hardness measurements.

O In molten salt bath technigugo salt baths and one water bath are used.
O Salt bath | is maintained at austenising temperature (780°C for euteaei)l st
Q

Salt bath Il is maintained at specified temperature at which tramsfoon is to be
determined (below 4), typically 700-250°C for eutectoid steel.

O Bath Il which is a cold water bath is maintained at room temperature.

4 In bath I number of samples are austenite atZ20-40°C for eutectoid, /A20-40°C for
hypc-eutectoil stee anc A,;+2C-4C°C for hypereutectoic steel: for abou ar hou.

L Then samples are removed from bath | and put in bath Il and each one is kept éoealff
specified period of time say,tt,, ts, t;,............. fetc.

L After specified times, the samples are removed and quenched in cold water

O The microstructure of each sample is studied using metallographic technithees/pe, as
well as quantity of phases, is determined on each sample.

d Transformation of austenite to ferrite-cementite mixtures occurs aftefinite time (say,)
This time during which transformation does not proceed is known as incubation period.

L The magnitude of incubation period provides a qualitative idea about the relaivétgt
of supercooled austenite. Smaller incubation period corresponds to leabditystof
austenite.

~

| -
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Determination of TTT diagram for eutectoid steel

1200 I ) B T IR e
Specimen with ) g
Wire handle 1000 - e
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[ . 727°C
L,-’/J E 700 | —
/ j Ferrite *“’T
2 o0l Second |
E £ salt bath :
- .
BRI Ferrite +\cementite N
5alt bath 5alt bath Cold water 400 : -
at temperature at temperature quench bath !
above 723 C below 723 C room temperature 300 | | [ | | | | | |
0 02 04 06 08 10 12 14 16 18 20 22
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The kinetics of isothermal austenitic transformation Eutectoid section of the irc- carbon diagral
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A-austenite, P-pearlite, M-martensite TTT curve of austenite to pearlite for 1080 steel




Temperature

MF, Martensite finish temperature

Metastable austenite +martensite

Martensite

Loqg time

v'At T,, incubation
period for pearlite=t
Pearlite finish time St

v'"Minimum incubation
period § at the nose of
the TTT diagram

Important points to be
noted:

v The x-axis is log scale.
‘Nose’ of the ‘C’ curve is
in ~sec and just below
T transformation times
may be ~day.

v The starting phase
(left of the C curve) has
tovy.

v" To the right of finish C
curve is ¢+ FeC) phase
field. This phase field
has more labels ingluded.



) Determination of TTT diagram for eutectoid steel

Important points to be
noted:

v The x-axis is log
scale. ‘Nose’ of the
‘C’ curve is in ~sec
and just below T¢
transformation times
may be ~day.

v The starting phase
(left of the C curve
has toy.

v To the right of
finish C curve is {+

FesC) phase field.
This phase field has
more labels included.

Eutectoid temperature

723

S —— -
_—-
—

Pearlite + Bainite

Bainite




a Possible phases in TTT diagram for eutectoid steel

Ael

Temperature

. mmm wmm =
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= =
= =
—-—
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o Metastable austenite +martensite
Mg Martensite finish temperature

Martensite R/C 64

R/C 15
> R/C 30

b) R/C 40

R/C40

R/C 60

Log time

<— Hardness
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ki sothermal Transformation diagram for eutectoid ste el

As pointed out before one of the important utilities of the TTT diagrams comes inerln t

overlay of micro-constituents (microstructures) on the diagram.

Depending on the T, they{ Fe,C) phase field is labeled with micro-constituents |
Pearlite, Bainite.

The time taken to 1% transformation to, say pearlite or bainite is considas
transformation start time and for 99% transformation represents traregiomfinish.

We had seen that TTT diagrams are drawn by instantaneous quench to a temay
followed by isothermal hold.

Suppos we quencl below (~22t°C, below the temperatur markec Ms), ther Austenite
transforms via a diffusionless transformatigpnvolving shear) to a (hardphase known a
Martensite. Below a temperature marked this transformation to Martensite is comple
Oncey is exhausted it cannot transform to« Fe;,C).

Hence, we have a new phase field for Martensite. The fraction of Marédiasmed is not &
function of the time of hold, but the temperature to which we quench (betweand/M).

Strictly speaking cooling curves (including finite quenching rates) should notéxand on
TTT diagramgqremember that TTT diagrams are drawn for isothermal holds!).

ke

v

erat

S
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Isothermal Transformation diagram for eutectoid ste el

v Isothermal hold at: (i)

T1 gives us Pearlite, (i Eutectoid temperature  Eutectoid steel (0.8%C)
T2 gives Pearlite+Bainite,723

(iii) T3 gives Bainite.Note _ ___________
that Pearlite and Bainite Austenit -- 7 . Coarse
are botha+Fe,C (but their B I1 EEE -
morphologies are |\ W /7 7 _______ Fine
different).

v

v'To produce Martensite B Pearlite + Bainite

we should quenchatarate | & N = S -mmmmm----

such as to avoid the nose n—

of the star ‘C’ curve. B -
Called the critical cooling
rate.

v If we quench between
Ms and M we will get a
mixture of Martensite and
Y (called retained
Austenite). /

Martensite

‘ | |

Not an isothe_rmal / 0.1 1 10 102 103 104 109
transformation t (s) —
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'sothermal Transformation diagram for eutectoid ste

$

)

g7

S a + Fe,C
3

&

v — Bainite
>

log (time) —

In principle two curves exist for Pearlitic and Bi#ic transformations

|>4

— they are usually not resolved in plain C steg
(In alloy steels they can be distin




TTT diagram for Hypo -eutectoid steel

In hypo- (and hyper-) eutectoid steels (say compositignti@re is one more branch to tl

‘C’ curve-NP (next slide: marked in red).

The part of the curve lying between Bnd Tz (marked in fig : rext slidg is clear, becaus
in this range of temperatures we expect only pro-eutectoitb form and the fina

microstructure will consist od andy. (E.g. if we cool to JTand hold).

e

The part of the curve belowglis a bit of a| |
‘mystery’ (since we are instantaneously’”|
cooling to below F, we should get a mix
of a+ Fe;C — what is the meaning of g
‘pro’ -eutectoic phast in a TTT diagram”
(remember ‘pro-'implies ‘pre-")

Suppose we quench instantaneously| an| /

hypo-eutectoid composition ,Go T, we T
should expect the formation of+Fe,C ;(3 |
(and not pro-eutectoid first). —

The reason we see the formation of pro-
eutectoida first is that the undercooling
w.r.t to A, iIs more than the undercooling
w.rt to A,. Hence, there is a higher

Schematic: not to scale

A, | undercooling wrt A, w.r.t :
< (formation of pro-eutectoid)

>

m A-I ‘*_) "l
T,

undercooling wrt A line

(formation ofa+ FeC)

o+Fe,C
C,
0.025
0.8 %C =
263

propensity for the formation of pray) jos

eutectoido.




TTT diagram for Hypo -eutectoid steel
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TTT diagram for Hyper-eutectoid steel

with y+Fe,C.

Similar to the hypo-eutectoid case, hyper-eutectoid compositighse ay+Fe,C branch.
For a temperature between d@nd T: (say T, (not melting point- just a label)) we land U

For a temperature below:T(but above the nose of the ‘C’ curve) (say),Tfirst we have the
formation of pro-eutectoid K€ followed by the formation of eutectoid-Fe;C.

P

Schematic: not to scale

//
T, R e 4
T /,./" .
T ]w_\r»H Ly y g tEm Al 793
I
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Transformation Mechanism

O TTT diagrams involve nucleation and growth. Nucleation involves the formation |of a
different phase from a parent phase (e.g. crystal from melt). Grawtblves attachment af
atoms belonging to the matrix to the new phase (e.g. atoms ‘belonging’ to thd phaise
attach to the crystal phase).

L Nucleation we have noted is ‘uphill’ in ‘G’ process, while growth is ‘downhill'@

L Growth can proceed till all the ‘prescribed’ product phase forms (by comguthe paren;
phase).

Transformation rate

d As expected transformation rate s a function of nucleation rate (I) and growth rate (U).

4 In a o—f transformation, if X is the fraction off-phase formed, then gxit is the
transformation rate.

4 The derivation of Tas a function of I & U is carried using some assumptions ggnson-
Mehl and Avarami mode)s

L We have already seen the curve for the nucleation rate (1) as a function of the awldeyc

L The growth rate (U) curve as a function of undercooling looks similar. The key elifoe
being that the maximum of AT curve is typically above the AT curve.

d This fact that T(U,) > T(,.,) give us an important ‘handle’ on the scale of the
transformed phases forming. 266




Transformation Rate

dX, _
dt

Transforma&on rate= f(Nucleaton rate,Growthrate)

Maximum of growth rate usually

_.-» at higher temperature than
maximum of nucleation rate

g ’
£
N
CG /
O .
| - /
= =

-1
T -
—
A’
N
i 0

, U, T, — [rate= Sec!] -



Transformation Rate

Fraction of the producf) phase forming with time-the sigmoidal growth curve

Many processes in nature (etc.), e.g. growth of bacteria in a culture (mwhbacteria with
time), marks obtained versus study time(!), etc. tend to follow a usalecurve the

sigmoidal growth curve.

In the context of phase transformation, the fraction of the product phageédphing with
time follows a sigmoidal curve (function and curve as below).

1.0

. Saturation phase> decreasing growth
' rate with time '

_______________________________________________________________________________

Linear growth regime— constant hlgh
growth rate i

_______________________________________________________________________________

Incubation period— Slow growth (but
with increasing growth rate with tlme)

_______________________________________________________________________________



From ‘Rate’ to ‘time’ : The Origin of TTT diagrams

d The transformation rate curve (T plot) has hidden in it the I-T and U-T curves.

d An alternate way of plotting the Transformation rate )(€urve is to plot Transformation
time (T, [i.e. go from frequency domain to time domain]. Such a plot is called theedjm
Temperature-Transformation diagram (TTT diagram).

 High rates correspond to short times and vice-ve®aro rate impliesco time (no
transformation).

d This T,-T plot looks like the ‘C’ alphabet and is often called the ‘C-curve. Tha@imum
time part is called the nose of the curve.

Rate= f( T, )

1
Replot 2
|_

|

Nose of the ‘C-curv
T, (rate= sec?) — E T, (rate= secl) —

T(K) —




Understanding the TTT diagram

d

d

Though we are labeling the transformation temperature ,Tit represents other
transformations, in addition to melting.

Clearly the T function is not monotonic in undercooling. At_Tit takes infinite time for
transformation.

v" Till T 5 the time for transformation decreases (with undercooling) [ige<s T, < T, ]
—due to small driving force for nucleation.

v' After T, (the minimum) the time for transformation increases [i.e<TT, < T;]—due
to sluggish growth. T

————ootime >

m |

AT, .--~-~

The diagram is called the TTT diagram becausg it —» . "5 ERRE e /
plots the time required for transformation if we holdT | ~ - :

the sample at fixed temperature (say) br fixed
undercooling AT,). The time taken at [is t;. T

To plot these diagrams we have to isothermally hold
at various undercoolings and note the transformation Liquid
time. l.e. instantaneous quench followed by .5
isothermal hold.

Slugaich growth

Hence, these diagrams are also called Isotherm"al-_—; i — —————
Transformation Diagrams. Similar curves can |be " - '
drawn fora—} (solid state) transformation. O T, (ttme = sec)




Transformation Rate

O This is a phase diagram where the blue region is the Liquide(@aphase field and purplish region
the transformed product (crystalline solid).

O Clearly the picture of TTT diagram presented before is inglete — transformations may start at|a
particular time, but will take time to be completéce. between the Liquid phase field and solid phase
field there must be a two phase region L+S).

O This implies that we need two ‘C’ curves one forstart of transformatioand one forcompletion A
practical problem in this regard is related to the issue of lndefine start and finisfis start the first
nucleus which forms? Does finish correspond to 100%®ince practically it is difficult to find %’
and ‘100%’, we use practical measures of start and finishchvican be measured experimentally.

Typically this is done using optical metallography and aafde ‘resolution of the technique is abqgut
1% for start and 99% for finish.

S

| d % format O Another obvious point: as x-axis is time any
nereasing ~ transtorination Phd ‘transformation paths’ have to be drawn such that
- it is from left to right (i.e. in increasing time).

How do we define the fractions transformed?

I
1
< a'-a+pf
— Fraction ; volume fractionof3 at

a-p

71
t(sec) — TTT diagrama — B phase transformatio f - volume fraction o




Overall Transformation Kinetics

O The ‘C’ curve depends on various factors as listed in diagram below.

! Nucleation rate

Growth rate

f(t,T) determined bﬂ Density and distribution of nucleation sites

Overlap of diffusion fields from adjacent transformed volumes

(D
7))

I .
' Impingement of transformed volume

L Some common assumptions used in the derivation are
» constant number of nuclei
» constant nucleation rate
» constant growth rate.

272



Overall Transformation Kinetics

Constant number of nuclei

L Generally constant number of nuclei will form at the beginning of the transformation.

 One assumption to simplify the derivation is to assume that the number of nocledées
remain constant and these form at the beginning of the transformation.

L This situation may be approximately valid for example if a nucleating ageoctylant) is
added to a melt (the number of inoculant particles remain constant).

O In this case the transformation rate is a function of the number of nucleates (fixed)
anc the growtl rate (U). Growtl rate is expecte to decreas with time.

O In Avrami model the growth rate is assumed to be constant (till impingement).

Nucleation Sites L~ —

@
)

i Y
U/
!

f = F(number of nucleation sites growthra growthrates withtim



Overall Transformation Kinetics

Constant growth rate

L Generally in cellular transformations constant growth rate is observed.

Cellular Transformations> Constant growth rate

A 4

All of the parent Pearlitic transformation

phase is consumed by
the product phase

a-p+yl a-8

L Termination of transformation does not occur by a gradual reduction in the gratetut
by the impingement of the adjacent cells growing with a constant velocity.

: :

A\ 4

Cellular Precipitatioﬁ

A 4

Massive Transformation

A 4

Recrystallization




Overall Transformation Kinetics

Constant nucleation rate

L Another common assumption is that the nucleation rate (l) is constant.

U In this case the transformation rate is a function of both the nucleatiern(fragéd) and the
growth rate (U).

J Growth rate decreases with time.

O If we further assume that the growth rate is constant (till impingemdémey we get the
Johnson-Mehl model.

v

Nucleation Sites T
=

_\] o Vi
| |
: - AN o} s WP . C
o O -
@, . ()
—_—
o . o
( (
: 0 l'\""/‘l 0 .
O @

f = F(number of nucleation sites growthra growthrate: withtime



Derivation of f(T,t) : Avrami Model

d Parent phase has a fixed number of nucleation sifggeN unit volume (and these sites &
exhausted in a very short period of time

O Growth rate (U = dr/dt) constant and isotropic (as spherical particléggatiticles impinge
on one another.

O At time t the particle that nucleated at t = O will havadiusr = Ut
[ Betweentimet=tandt =t + dt the radius increaseas$ byUdt
O The corresponding volume increase dVvm24r

O Without impingement, the transformed volume fraction (fhe extended transforme

volume fraction) of particle: thai nucleate betweel t=tanct=t+dt is:
f =N, 472 (dr)= N, 47]Ut]" (Udt) = N, 47U° £ dt

O This fraction (f) has to be corrected for impingement. The correctedftiansed volume
fraction (X) is lower than f by a factor (X) as contribution to transformed volume fracti
comes from untransformed regions only:

dX dx T odX

f=—0c| = | =2 =N 470%%dt| = N, 471U °t*dt

1- X 1- X " 01— tJ.O XB =1-e
J Based on the assumptions note that the growth rate is not part of the equattas only
the number of nuclei.

[ 4nN U
3

e

Q

DN
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Derivation of f(T,t): Johnson -Mehl Model

O Parent phase completely transforms to product phase (3)

O Homogenous Nucleation rate pfin untransformed volume is constant (I)

O Growth rate (U = dr/dt) constant and isotropic (as spherical particlépgatiticles impinge
on one another

L At time t the particle that nucleated at t = O will have a radigsUt

U The particle which nucleated at tt=will have a radius = U(t — 1)

L Number of nuclei formed between time t=and t =1 + dt — Id7

O Without impingemen the transforme volume fractior (f) (calledthe extende transformet
volume fractionpf particles that nucleated between tandt=t +dtis:

_4_ :ﬂ N &
f—3nr (1d7) 37T[U(t r)| (1dr)

U This fraction (f) has to be corrected for impingement. The correctedftnaned volume
fraction (X) is lower than f by a factor (IX) as contribution to transformed volume fractipn
comes from untransformed regions only:

. __dx dXx
1-X 1- X

:%m?’(ldr):gﬂ[u (t-n)] (1d7)
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Derivation of f(T,t): Johnson -Mehl Model

r= t For a isothermal transformatio

]Sd— j JT[U(t—r)] (1d7)

r:O

A

X

X, :1—e_[mf ]

Note that >§is both a function of | and
U. | & U are assumed constant

3
[nISU J - Is a constant during isothermal transfation
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Effect of alloying elements on TTT diagram

O Almost all alloying elements (except, Al, Co, Si) increases the lalmf supercooled
austenite and retard both proeutectoid and the peatrlitic reaction anghlfemTT curves
of start to finish to right or higher timing. This is due to

v low rate of diffusion of alloying elements in austenite as they are subetital
elements,

v reduced rate of diffusion of carbon as carbide forming elements strongly hold them.

v Alloyed solute reduce the rate of allotropic change,y-eq, by solute drag effect op
y—a interface boundary.

O Additionally those element (Ni, Mn, Ru, Rh, Pd Os Ir, Pt, Cu, Zn, Au) thai expant or
stabilise austenite, depress the position of TTT curves to lower tetaperdn contras
elements (Be, P, Ti, V, Mo, Cr, B, Ta, Nb, Zr) that favour the ferrite pheese raise the
eutectoid temperature and TTT curves move upward to higher temperature.

L However Al, Co, and Si increase rate of nucleation and growth of both ferrpearlite ang
therefore shift TTT diagram to left. In addition under the complex ditinal effect of
various alloying element the simple C shape behaviour of TTT diagram get modifeed a
various regions of transformation get clearly separated. There areasepmarlitic G
curves, ferritic and bainitic C curves and shape of each of them are distindiféarént.

™

174
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Effect of alloying elements on TTT diagram

The effect of alloying elements is less pronounced in bainitic region as ffiasidn of only
carbon takes place (either to neighboring austenite or within ferritex vary short time
(within a few second) after supersaturated ferrite formation by sheangdudrainitic
transformation and there is no need for redistribution of mostly subsimaitialloying
elements.

Therefore bainitic region moves less to higher timing in comparison
proeutectoid/pearlitic region. Addition of alloying elements lead to atgireseparation g
the reactions and result separate C-curves for pearlitic and baingiienteMo encourage
bainitic reaction but addition of boron retard the ferrite reaction. By addmioB in low
carbon Mo steel the bainitic region (almost unaffected by addition of B) beaseparate
from the ferritic regior.

However bainitic reaction is suppressed by the addition of some alloysmegits. B
temperature (empirical) has been given by Steven & Haynes

B.(°C) = 830- 270(%C) — 90(%Mn) — 37(%Ni) - 70(%Cr) —-83(%Mo)

Most alloying elements which are soluble in austenite lowey, WML temperature except A
Co. Andrews gave best fit equation forsM

M (°C) = 539-423%C) - 30.4Mn -17.7Ni -12.1Cr — 75Mo +10C0~ 75Si

Effect of alloying elements on Mis similar to that of M. Therefore, subzero treatment

to
f

\U

0

must for highly alloyed steels to transform retained austenite to médens 280




Various types of TTT diagrams for alloy steels

Temperature —»

Time —»

With resembalance of plain
carbon steel

(b) ©
A,
g
5
|_
ME
Time —» Time —»
With both pearlitic and With out bainitic bay
bainitic bays

Temperature —»

Time —»

With out pearlitic bay

The (a) type of TTT
diagram is similar to th
of carbon steel. In th
presence of carbid
forming elements supet
cooled austenit
decomposes to a mixture
of ferrite and carbide

The (b) type of TTT
diagram consists of tw«
minima with respect to
the stability of austenite.
The upper bay ( —
pearlite), lower bayy—
2 bainite). Very few steels
exhibit such a TTT|

O

v

rather than to aggregaie

2 diagram.

The (c) type of TTT
diagram is peculiar in the

”

sense that bainitic regio

IS not present. Such [

TTT diagram is obtaine
, In general, for hig
alloy steels and M
region shifted to sub zer
region

of ferrite and cementite.

The (d) type of TTT
diagram does not exhib
pearlitic  bay. Undel
| normal conditions eithe
bainite or martensite ca|

-

be formed.
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Factors affecting on TTT diagram

Composition of steel

 Carbon and alloying elements affect the transformation of austeniteny ways. As the
amount of carbon and most alloying elements increase in steel, the lovef plae curves
Is progressively lowered because except for aluminium, all the elementy lthe M,
temperature.

d The austenite stabilizers lower the fas well as A¢ temperatures, i.e., these elements (Ni,
Mn, C etc) lower the upper part of the TTT curve. This probably is the reason of having
overlapping ‘C’ curves for pearlitic and bainitic transformations in pleartbon steel as
well as in steel: having Ni, etc.

d Ferrite stabilizers raise Aas well as A¢ temperatures. As the TTT curve for such steels
get raised upward as well as gets lowered down ward, there are invamawC’ curves-
one for pearlitic and the other for bainitic transformations. For exampleepcesof 0.8%
Cr and 0.33% Mo in steel yield two ‘C’ curves.

d  Andrew suggests the effect of the elements ogdwd Ag by equations :

L=

Ac, =910-203/%C —15.2(%Ni) + 44.7(%Si) +104%V ) + 31.5%Mo) +13.1(%W)

Ac, = 727-10.7(%Mn) —16.9(%Ni) + 29.1(%Si) + 290%AS) +16.Y%Cr) + 638(%W)
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Factors affecting on TTT diagram

Effect of grain size

y=austenite
a=ferrite

CP=coarse pearlite

P=pearlite
FP=fine pearlite
UB=upper Bainite
LB=lower Bainite
M=martensit

Mc=Martensite start

temperature

Mg,=temperature at
which 50% martensite is

obtained

M= martensite finish

temperature

Ae3 For f'\ner austenite
Aol - y+o.
R a+CP
= a+P
’ v
- ( ___cf __________________________________________ FP
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Factors affecting on TTT diagram

Effect of grain size

O All the composition products of austenite nucleate heterogeneously predéyeat the
grain boundaries.

O A fine grained steel has larger grain boundary area than a coarse grainkdastée
consequently favors nucleation of pearlite, bainite, ferrite, cementitdhars] reduces the
incubation period, that means the TTT curve of the fine grained steel is moegds left,
significantly in the pearlitic range, than a coarse grained steel of sampasition.

Effect of Heterogeneity of Austenite

[ Heterogeneous austenite increases transformation time range, stamisto df ferritic,
pearlitic and bainitic range as well as increases the transformatnopdrature range in case
of Martensitic transformation and bainitic transformation. Undissolvedectite, carbides
act as powerful inoculants for pearlite transformation. Therefore heterdgeine
austenite increases the transformation time range in Diffusional tmanafion and
temperature range of shear transformation products in TTT diagram.

L This heterogeneity of austenite, when the steel is heated to temperattirieig)imer than
50°C above A is put to advantage to obtain spheroidized pearlite by letting it decompose
within 50°C below A, to improve the ductility and the machinability (high carbon steels).
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Applications of TTT diagrams

MARTEMPERING

a

d

This heat treatment is given to oil hardenable and air hardenables steglthin section o
water hardenable steel sample to produce martensite with minimaieshfial thermal ang
transformation stress to avoid distortion and cracking.

The steel should have reasonable incubation period at the nose of its TTT diaagyld
long bainitic bay.

——

M a

The sample is quenched above; Mmperature in a salt bath to reduce thermal stress

(instead of cooling below Mdirectly) Surface cooling rate is greater than at the centre|

The coolinc schedul is sucl thai the coolinc curves pas: behinc without touching the nose
of the TTT diagram. The sample is isothermally hold at bainitic bay suchdiffatential
cooling rate at centre and surface become equalize after some time.

The sample is allowed to cool by air through Ml such that martensite forms both
the surface and centre at the same time due to not much temperaturendiéfend thereb
avoid transformation stress because of volume expansion. The sample is givenngr,
treatment at suitable temperature.

The rate of cooling from austenising temperature should avoid formation of pearid
bainite. Thus the success of Martempering depends on the incubation period atiie |
nose, and also at the bainitic bay, and thus the steel suitable foratang should hav
sufficient hardenabilityPlain carbon steels with dia. > 10mm are difficult to mar-tem|

and thus, this process is restricted to alloy steels. .

at

y
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Martempering

Temperature

Austenite+ferrite

a+rCP
o+P

FP

50% FP + 50% UB
uB
Tempering
v LB
Martensite rempered marensite

y=austenite
a=ferrite
CP=coarse pearlite
P=pearlite
FP=fine pearlite
t;=minimum incubation
period
UB=upper bainite
LB=Ilower bainite
M=martensite
Ms=Martensite start
temperature
Ms,=temperature at whic
50% martensite is
obtained
Mg= martensite finish
temperature

Log time
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Applications of TTT diagrams

AUSTEMPERING

L Austempering heat treatment is given to steel to produce lower bainitghnchrbon stee
without any distortion or cracking to the sample.

L The heat treatment is cooling of austenite rapidly in a bath maintaihéalvar bainitic
temperature (above Mtemperature (avoiding the nose of the TTT diagram) and holding it
here to equalize surface and centre temperature and till bainitic fimgh t

L At the end of bainitic reaction sample is air cooled. The microstructomngains fully lower
bainite. This hea treatmer is giver to 0.5-1.2 wt%C stee anc low alloy stee.

L The product hardness and strength are comparable to hardened and tempeseditelart
with improved ductility and toughness and uniform mechanical properties. &soda not
required to be tempered.

O TTT diagram is great help in scheduling Austempering as it fixes
v" Temperature of holding of the bath
v Duration of holding time
v Section which can be quenched to avoid pearlite formation
v" Whether Austempering is worth while , or not, as the time at the bay may be too lpng.
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Austempering

Temperature

Austenite+ferrite

50% FP + 50% UB

UB

Metastable y + martensite
.

Martensite
Lower bainite

y=austenite
a=ferrite
CP=coarse pearlite
P=pearlite
FP=fine pearlite
t;=minimum incubation
period
UB=upper bainit
LB=lower bainite
M=martensite
Ms=Martensite start
temperature
Ms,=temperature at whic
50% martensite is
obtained
Mg= martensite finish
temperature

Log time
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Applications of TTT diagrams

ISOTHERMAL ANNEALING

O Isothermal annealing consists of four steps.
» The first step is heating the steel components similar as in the case ahfdhling.
» The second step is slightly fast cooling from the usual austenitizing textyserto a
constant temperature just below.A

» The third step is to hold at this reduced temperature for sufficient soakimngdpir
the completion of transformation and the final step involves cooling the [steel
component to room temperature in air.

O Figure (nextslide) depict: the hea treatmer cycles of full annealini anc isotherme
annealing. The terme, y, P, Rand R refer to ferrite, austenite, pearlite, pearlite start
and peatrlite finish, respectively.

O Isothermal annealing has distinct advantages over full annealing which are gioan bel

v" Reduced annealing time, especially for alloy steels which need very &oling to
obtain the required reduction in hardness by the full annealing.

v" More homogeneity in structure is obtained as the transformation occurs aarnie s
time throughout the cross section.

v Improved machinability and surface finish is obtained after machiningpagared tg
that of the full annealed components.

ng
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Isothermal Annealing

n':\ ]

o

(1) Conventional annealing

(2) Isothermal annealing

Temperature.

Time —»

Isothermal annealing is primarily used for medium carbon, high carbosoamel of the alloy

steels to improve their machinability. 290



Applications of TTT diagrams

PATENTING

O Patenting is an isothermal heat treatment processes used for producing éngjthstopes,
springs, and piano wires of normally 0.45% to 1.0% carbon steel. In fact, the sttonge
material in commercial quantities is the patented and cold drawn waerfrom 0.80% to
1.0% carbon steel, containing no martensite. Wires having high ultimasdeestrength of
4830MN/n? with 20% elongation have been reported.

L Patenting consists of austenitising steel in continuous furnace to tempeita@u200C
above Ag , then cooling rapidly in and holding in a lead, or salt bath maintained |at a
temperature of 450-58C (near the pearlitic nose of its TTT curve, i.e., in the loyer
temperatur limit of pearlitic transformatior for sufficient time for austenit to completel’
transform to finest pearlite (some upper bainite may also form), amu Woaind on to
driven drum

L The eutectoid steel after patenting may have interlamellar spacingnabas 40nm with
strength as 1240-1450 Mpa. The process of patenting helps in two ways to obtain high
strengths. Patented wires can be cold drawn by large extent (80-90%) withotiiré as
the soft , weak primary ferrite or brittle cementite is absent and tteglamellar spacing is
same every where.

O TTT diagram help to fix the time and temperature of holding. The speed of mofitme
wire through the bath should be such that it remains in bath for a time slightlyegian
the time of completion of pearlitic transformation to avoid any chance ofansformed
austenite to bainite or martensite later. 291
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Patenting

Patenteg wire

-J L [-‘ N 1 o“'

@ I Furnace I S-S T = T T — — { j
Coiled wire e e e o e T e e e
= pyery ]

870°C Lead bath (450-550°C) Rewin

1000

900
800

700

€00

500

Temperature, *C

400

300

200 -

100 [~

Fine pearlite (ideal)

0

Figure : Patenting (a) Schematic process of patenting, (b) T Gfadieof 0.6% carbofsteel

1sec 1 min 1 hr

Time. log scale




Continuous Cooling Transformation (CCT) diagrams

O The TTT diagrams are also called Isothermal Transformation Diagréoesause the
transformation times are representative of isothermal hold treatmi@ibwing a
instantaneous quench).

O In practical situations we follow heat treatments (T-t procedureEsym which (typically)
there are steps involving cooling of the sample. The cooling rate may or may rjot be
constant. The rate of cooling may be slow (as in a furnace which has beeh sffitor
rapid (like quenching in water).

 Hence, in terms of practical utility TTT curves have a limitation and wednt draw
separat diagram callec Continuou Coolinc Transformatio diagram (CCT), whereir
transformation times (also: products & microstructure) are noted usingtant rate coolin
treatments.

O A diagram drawn for a given cooling rate (dT/dt) is typically used for a eaafjcooling
rates (thus avoiding the need for a separate diagram for every cooling rate).

 However, often TTT diagrams are also used for constant cooling rate exgrgsinkeeping
In view the assumptions & approximations involved.

O Important difference between the CCT & TTT transformations is that in the CCd|cas
Bainite cannot form.

L The CCT diagram for eutectoid steel is considered next.

Q7
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Determination of CCT diagram for eutectoid steel

O CCT diagrams are determined by measuring some physical properties dontiguous
cooling. Normally these are specific volume and magnetic permeabiadyever, the
majority of the work has been done through specific volume change by dilator
method. This method is supplemented by metallography and hardness measureme

O In dilatometry the test sample is austenitised in a specially desigmadde and the
controlled cooled. Sample dilation is measured by dial gauge/sensor. Slovodisiy is

netric
Nnt.

N

controlled by furnace cooling but higher cooling rate can be controlled by gas quen

ching

Sample and fixtures
for dilatometric measurements
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Determination of CCT diagram for eutectoid steel

L Cooling data are plotted as temperature versus time (Fig. a). Dilatimcorded agains

temperature (Fig. b). Any slope change indicates phase transformatioriiofkraé

transformation roughly can be calculated based on the dilation data as exiaload

T *
’
,/
/,,
,/' a
I,‘ X
/
S C
= \
g c Y. /b
Q. v 8 /
; g :
" v o d /4
I/
1 ~
| TF TS
Time Temperature —

Fig. b : Dilation-temperature plot

Fig. a : Schematic cooling curves -
SR ETEIANEEIETE 9 for a cooling curve
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Determination of CCT diagram for eutectoid steel

In Fig. a curves | to V indicate cooling curves at higher cooling rate to lower coolirg
respectively.

Fig. b gives the dilation at different temperatures for a given cooling rate/schedule.

In general slope of dilation curve remains unchanged while amount of phase or theer
amount of phases in a phase mixture does not change during cooling (or heating) h
sample shrink or expand i.e. dilation takes place purely due to thermal specitime
change because of change in temperature.

Therefore inFig. b dilation from a to b is due to specific volume change of h
temperature phase austenite. But aslbpe of the curve changes.

Thereforctransformatio start: al Ts. Again slope of the curve from c to d is constar but is
different from the slope of the curve from a to b.

This indicates there is no phase transformation between the tempdratare to d but the
phase/phase mixture is different from the phase at a to b.

Slope of the dilation curve from b to c is variable with temperature. TihiBcates the

change in relative amount of phase due to cooling.

The expansion is due to the formation of low density phase(s). Some part of dilat
compensated by purely thermal change due to cooling.

Therefore dilation curve takes complex shape. i.e first slope reduces aclieseto 3

rat

ela
owever

igh

L4

ion IS

minimum value and then increases to the characteristic value of the phaseenaitxtur
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Determination of CCT diagram for eutectoid steel

Therefore phase transformation start at b i.e. at temperatuand transformation ends
finishes at c or temperature-TThe nature of transformation has to be determineg
metallography.

When austenite fully transforms to a single product then amount of transformas
directly proportional to the relative change in length. For a mixture of producs
percentage of austenite transformed may not be strictly proportional to changegi,
however, it is reasonable and generally is being used.

Cumulative percentage of transformation at in between temperature dqusal to
YZ/XZ* 10C where X, Y anc Z are intersectiol point of temperatur T line to extende
constant slope curve of austenite (ba), transformation curve (bc) and exteonstdrt
slope curve of low temperature phase (cd) respectively.

So at each cooling rate transformation start and finish temperaturdramsformation
temperature for specific amount (10 %, 20%, 30% etc.) can also be determined.

For every type of transformation, locus of start points, is percentagéspama finish points

give the transformation start line, is percentage lines and finish éspectively and ths
result CCT diagram.

Normally at the end of each cooling curve hardness value of resultant prodamrat

DI
| by

5 th

7

1t

temperature and type of phases obtained are shown.

297



CCT diagram for eutectoid steel

793 Eutectoid temperature

—
———
-

-
-

Original TTT lines

.
.
.
.
------
un®

Temperature—

L | | | |
0.1 1 10 10 108 104 10P
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Different cooling rates for eutectoid steel

723
Process Cooling rate (K/sl
Annealing 105-10°3
Air Cooling 1-10
Oil Quenching ~100
Water Quenching ~500
Splat Quenching 0]
Melt-Spinning 16- 10
E:sgg;%t;%n’ 10° (expected)

0.1
M = Martensite P = Pearlite

qougnb A1)\

___——————
-
-

;
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Questions?

The Johnson-Mehl equation, in most cases adequately describes the loh#tEsustenite

to pearlite transformations. This can be demonstrated by taking sesatgabf N and G

values, which contains data from a 0.8% C plain carbon steel. This figure teslitzat at
700°C, N = 6.31x1¢ nuclei per mm per sec and G = 3.16 x Y0nm per sec. Substituf
these values of N and G into J-M equation, and obtain the pearlite reactioascianvthis
steel at 700 and 50Q. Plot the fraction transformed , f(t), versus log(t) as in fig b.

\]”4

e

750 1023 10 ™ a
- N = 1000/cm*fsec
G=3x 10 cmifsec
B 0.8
T —Cr——s 973
v % - Rate of growth . -
8 675 A u E
E Rate of nucleation }:“éé 3 ug 0k
0 ] a
E:.. 8501 carbon: 0.78% o 7 <
£ 625| Manganese;0.63% E H /
a PEnT J 5
- AST.M. grain size : 5% 21 - =
600 - TJ\“ 873 o4
I ;
575 =
4 b -
550 L - . 823 0.2
10 10 10~ 107 10
Rate of (mm/s) J/,.‘
0
e - 1'E o - 100 200 400 600 8001000
0 1 :ﬂ _11} . Ly Time, in seconds
Rate of nucleation {nudei/mm/s)
(a) (b)
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Questions?

rlite

2. Determine, using the curves obtained in problem 1, the tlrﬂ;fg__ e
required to obtain 1% and 99% pearlite at 700 and°653§§ o (c)
Compare these times with the experimental data for :: ol
eutectoid plain carbon steel shown inthe T-T-Tinfig c.isft ~ st
agreement reasonable? o A A O™ 7~

3. In a slowly cooled hypereutectoid iron-carbon steel, [t v oo 77 Tomoman |«
pearlite colonies are normally separated from each other|l 2/ "\;;j::nzear'“e " 8
more or less continuous boundary layer of cementite. Exp' & ™ ot
how this microstructure develops. Use simple sketches S A
illustrate your answe. R

4. In slowly cooled hypoeutectoid steels one normally finds a microstructurghich the
pearlite colonies are surrounded by ferrite grains. Explain.
5. After being slowly cooled from the austenite region, a simple iron-carbaal stenibits a
microstructure consisting of 40 percent pearlite and 60 percent ferrite.
a) Estimate the carbon concentration of the steel.
b) Describe the equilibrium microstructure that would be obtained if the stexd heate
to 730°C and held there for a long period of time.
c) What would be the equilibrium structure of this steel if it were heate®b0°C?
d) Make sketches of all of these microstructures.
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Questions?

6. Consider an iron-carbon alloy containing 1.0 percent carbon.

a) If this composition is slowly cooled from the austenite region, what would be
respective percentages of the constituents and the phases in its micros®ucture

' the

b) Now assume that it has been cooled at a rate rapid enough to yield a proeltectoi

constituent of only 1.2 percent. What would be the percentages of the consteinel
the phases in this case?

7. Explain in detail how bainite differs from martensite and from pearlitewHio upper anc
lower bainite differ?

8. Describcthe meaninof the tern partitioning coefficien.

9. Explain why C occupies an octahedral void not the tetrahedral vaietke.

10. In the Fe-C system E€ is only a metastable phase, while graphite is the most stable c
rich phase. By drawing schematic free energy-composition diagrams showth@owe-
graphite phase diagram compares to the F&pdase diagram from O to 2 wt% Fe.

11. An iron-carbon steel containing 0.5 percent of carbon has a microstructurstounsft 85
percent pearlite and 15 percent ferrite.

a) Are these the amounts of these constituents that one would expect to find ie¢hé
it had been slowly cooled from the austenite region?

b) In a slowly cooled microstructure, pearlite normally has a 7 to 1 ratibhefwidths of

the ferrite and cementite lamellae. What would this ratio be in the p’re’?302
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Questions?

12. Answer the following with regard to th&T-T diagram of a steel of eutectoid composition,
and assume that the specimens involved in the various cooling paths were cwt fhom
sheet and austenitized at 750°C before cooling. Describe the microstrugulengefrom
being:

a) Cooled to room temperature in less that 1 s.

b) Cooled to 160°C in less than 1 s and then maintained at this temperaturevéralk
years.

c) Quenched to 650°C and held at this temperature for 1 day, then quenched t¢ room
temperatur.

d) Quenched to 550°C and held at this temperature for 1 day, then quenched t¢ room
temperature.

A4

13. A high-carbon steel containing 1.13 percent carbon, wit p—
microstructure similar to that in Fig. d, is heated to 730°C pan \) |
allowed to come to equilibrium. It is then quenched to r on% :

temperature. Make a sketch of the resulting microstructursiii
identifying the constituents. =

the photograph. 1000X 303



Questions?

14.Assume that the 0.52 percent carbon steel of Fig. (e) is
slowly cooled to the temperature of poimt and then :
quenched to 450°C and held at this latter temperature ol | rerritey

(d)

Austenite

4

I

|

|

b
Al

fd

period of a day. Describe the microstructure that one might [\3_‘3?52;’:352% [._?:%
find. Determine the percentages of the constituents. N r[’ =

15. Transpose paths 1, 2, and 3 of Fggto Fig.f and determing Ferrite + pearlite

|
|
|
|
+

the microstructures corresponding to these paths infthe, . ., . & | .
. 0 02 04 06 0B 10 1.2
hypereutectoid steel.
900 — T T T T T (g)
(f) e 0o
K, °C, °F 1 . SO
100l ,-Iﬁllﬂ/’w“d Sl LR LE /1 Eweco enperare
soo ok = U S i
1400 anc I e, i an = R __ _— Y.{1000
1000F A, 1] S 700 [~ S5
700~ s 1 - b .
900 - 120?; i ,/-:fjff 43 O = Tﬂi@im;ticn
600~ <1 —45 600 Bainita : \L sars 1%
u transformation Pearlite
o 800 1000 y) F+C 46 5 l | trag;forma‘t'lcn TJ‘
g soob |4 | g ends i g
& - AR 4 2 so0 | 2 1 B £
g sool- ¥ (NGt 47 5 | | g
E i T ey 451 E I [ E
© 600 L1 2 | I 4700 &
300_600 A S =] 55 Py AL . VR 1 |
T i s M A e e e ey
200 i . RN °0 +—Msp : [ [
200 800 (= M, St S 62 100 1= L 1 {600
400 = — My LT Diagram 7 *3 | |
1001~ 200 === My | | I {500
300 Estimated temperaturey jy;r 1 Hour 1 Day 1 Week| 65 200 . |
0 [ O TR N 7 N ) A A N A A . |
0512 510 17 17 10f 107 10f gainite 31 2lrerritaand 1 errita ang P
) Ume in seconcjs 100 | | : pe.larllte Irnartensrtle
Fig. f. Isothermal transformation diagram for a 51 10 w00 16 0t 0 e

Time, in seconds

hypereutectoid steel: 1.13 percent carbon, 0.30 percent Fig. g: Arbitrary time-temperature paths on the
manganese. isothermal diagram of a hypoeutectoid steel



Questions?

Temperature K

16. With regard to the data for eutectoid steels (h)
Figure h. -. a4

a) What is the interlamellar spacing in the pu dhe x|
Fe-C alloy at 660°C?

b) How much smaller is it at this temperaty
when the steel contains 1.8 percs
chromium?

c) How much larger is it in the steel with 1.8 {
manganese¢ 1, AR RN,

600 640 680 720 760
Temperature °C

Fig. h: Minimum interlamellar spacing data for
eutectoid steel containing additions of manganese
and chromium

1.08% Mn »
1.80% Mn ©

—

\U

\\J

17. Estimate %Cm in Ledeburite just below eutectic and just above eutectoidatmes. \What
IS its structure at room temperature?

18. Use the concept of Bain distortion to estimate maximum displacementierped by iron
atom during martensitic transformation. Lattice parameters of austamdt ferrite are
0.356nm & 0.286 respectively. Assume c/a ratio of martensite to be 1.15.

19. Carbon atoms occupy octahedral interstitial sites in austenite antk féfstimate fractior
of these sites that are occupied in these if carbon contents are 0.1 and 0.0petixely.

174
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Questions?

20. Show that the inter-lamellar spacing of pearlite is inversely proportioméhe degree olf
under cooling.

21. Which is the more stable, the peatrlitic or the spheroiditic microstructure?2W
22. How are the critical temperatures in steel designated? What is theatriange?

23. Draw the Fe-F¢C phase diagram and label the phase fields. Discuss in brief the different
reactions that takes place in this system.

24. Compute the following

a) % pearlite and cementite in asteel containing 1.2% C.

b) % austenit anc ledeburitcin cas iron containing 3.5% C.

c) % ferrite and cementite in a steel containing 0.8% carbon.
25.Discuss in brief the effect of alloying elements in Feg&@hase diagram.
26.Discuss in brief the effect of along elements in TTT & CCT diagrams
27.Draw the TTT diagram for Hypo eutectoid, Eutectiod and Hyper eutectoidssteel
28.Draw the CCT diagram for Hypo eutectoid, Eutectiod and Hyper eutectoigsteel
29.CCT curve of eutectoid steel is displaced towards right and lowered as cednpaits TTT

curve. Why?

30.What are the limitations of Fe-E€ diagram, TTT diagram and CCT diagram?
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Introduction

L The majority of phase transformations that occur in the solid state takes Ipyathermally
activated atomic movements.
L The transformations that will be dealt with in this chapter are thoseattgatnduced by :
change of temperature of an alloy that has a fixed composition.

S =

O Usually we will be concerned with the transformations caused by a tetmperahange
from a single phase region of a (binary) phase diagram to a region where one orhaofeot
phases are stable.

O The different types of phase transformations that are possible can be roughlyddivitie
several groupssge in next slide).
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Classification of Diffusional transformations

Diffusional
Transformation

Precipitation|a' - a+ [

a' —» metastable supersaturated solid solu

Eutectoid |y - a+ [

A

Polymorphic lgcrystal—l - acrystaI—Z

Ordering

a (disordered — a'( ordere}

Original phase decomposes to one or more
new phases which have the same composition

' Massive

IB Q| as the parent phase but different crystal
309
structures




Classification of Diffusional transformations

Precipitation
T 1 > = 4 T \ T 1
T J,-"// T £ T a —> a + ﬂ
/,.f’ ' atpf a+p
| Eutectic System Eutectoid System Peritectic System
A B 4 B A B
Eutectoid Polymorphic
|
T |
T |
I
A B
y - a+f A4

lgcrystal—l - a crystak 2 310




Classification of Diffusional transformations

Ordering

/N

. B L .
a (disordered — a'( ordere)

Massive
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Precipitation Hardening

C 000 O

O

The most important heat treating process for non ferrous alloyeyes hardening or
precipitation hardening

In order to apply this heat treatment, the equilibrium diagram must show padiial
solubility, and the slope of the solvus line must be such that there is gssdtdility at a
higher temperature than at a lower temperature.

The purpose of precipitation hardening treatment is to improve strength of thaatsatk!
can explained by with respect to dislocations.

The presenc of dislocatior weaken the crysta — eas plasticdeformatiol
Putting hindrance to dislocation motion increases the strength of the crystal
Fine precipitates dispersed in the matrix provide such an impediment.

For example: Strength of Ab 100 MPa
Strength of Duralumin (Al + 4% Cu + other alloying elemenrts)00 Mpa

Two stages are generally required in heat treatment to produce age hardening:
v Solution treatment
v' Aging
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Precipitation Hardening

—

.| | Sloping Solvus lin
| = high T— high solubility
low T — low solubility
of Cu in Al

Al 15 30 45 60
% CuUu —

Al rich end of the Al-Cu phase diagre
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Precipitation Hardening

On Equilibrium cooling

"a0—-0+0
=Slow equilibrium cooling gives rise to
coarsed precipitates which is not good
in impeding dislocation motioh.

(a (FCC))
0.5%Cu

. RT )

(6@ CuAl(Tetragona) )
52%Cu
\ RT y
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Precipitation Hardening

To obtain a fine distribution of precipitates the
cycleA —- B — Cis used m
A
B
Solution treating at high temperature, then /»/
guenchingsecond phase is in solid solution) {A\
—Cycle Aand B / C
¢
. . I a+0
A | | Heat (to 550C) — solid solutiona |
vl
4 % Cu

- supersaturated solutign

B | | Quench (to RT)»
“|Increased vacancy concentration

Ageing at room temperature or slightly higher temperatiecipitation of second phase,
giving strengthening effect)>Cycle C

C | | Age(reheatto 200®C) — fine precipitates s

Note: Treatments\, B, C are for the same composition




Precipitation Hardening

Dispersion of
fine precipitates
(closely spaced)

180°C Peak-aged

N

Coarsening

of precipitates
with increased
interparticle spacing

<_ _Overaged

y

Region of solid solution
strengthening
(no precipitation hardening]

Log(t) —

y

Region of precipitation
hardeningbut little/some
solid solution
strengthening)

 Higher temperature = less time of aging to obtain peak hardness

 Lower temperature = increased peak hardness
— optimization between time and hardness required
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Precipitation Hardening

CRSS Increase-~

180°C

Section of GP zone parallel to (200) plane

Peak‘:aged

Particle
sheari

1

[ r2

Log(t) %\

Particle r = f(’[)

V)

y-pas

o1
r

Particle radius (r)—
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Precipitation Hardening

180°C

A complex set of events
are happening
parallely/sequentially
during the aging process
— These are shown
schematically in the

figure =

O 0000

Q
Q
(4]
o
Qo
(%}

Log(t) —

Increasing size of precipitates with increasing interpartioteidprecipitate) SW

Interface goes from coherent to semi-coherent to in@mﬁ

Precipitate goes from GP zore8” — 6 — 0
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Precipitation Hardening

Q
Q
Q
Q
Q
Q
Q
Q

Cu rich zones fully coherent with the matrix low interfacial energy
(Equilibrium® phase has a complex tetragonal crystal structure which has incol
interfaces)
Zones minimize their strain energy by choosing disc-shapzthe elastically soft <100:
directions in the FCC matrix
The driving force AG, — AG)) is less but the barrier to nucleation is much 1e56%)
2 atomic layers thick, 10nm in diamete with a spacin¢of ~10nm
The zones seem to be homogenously nucleated (excess vacancies seem to
important role in their nucleation)
Due to large surface to volume ratio the fine precipitates have a tendemmatsen—
small precipitates dissolve and large precipitates grow
Coarsening

= | in number of precipitate

= 1 In interparticle (inter-precipitate) spacing

— reduced hindrance to dislocation motiop (= Gb/L)

nerent

play an
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Precipitation Hardening

Distorted FCC

Unitcell compositio
Al,Cu, = Al;Cu

10nmthick, 100 nm diamete

(003, (002,

T?‘:.;
o ey " ..
e a7 [109, 200,
< [ iy (010)
(100)
{ | A All sides coherent
ﬁn-o NG 044 _
Become incoherent as ppt. grows
o iy i 003 [(00
e (009,003,

{(100)

(010)

[100,[[100,
(001) Coherent or

e semicoherent Unitcell composition
"—A:.,"//{’ i (10

b0l RN

- (01

(())))} not coherent Al,CU, = Al,Cu

A e 7
S T
Body Centered I I e
Tetragonal 3 [-~%g#-=--—42- Unitcell composition
[y : ok Incoherent

AlgCu, = Al Cu

320
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Structure and morphology of 68, 8" and 6 in Al-Cu (O Al, ® Cu).



Precipitation Hardening

Composition of the.\alioy \H&‘/. o

U
|

Schematic diagram showing the lowering of the Giloeés energy of the system on sequential transftooma
GP zones- 08" —> 0 — 0




A
T AG
. \ size
AG a,—~a, + GP
L\, 2 A
QOZ}’ 91}‘ /.
a,—~> a,+6 Yoy Yy, Q.
2, ),
Q;'l'[‘ Q[}é \ I
. . . (S 2 ..
The activation barrier for "%eﬁﬁéﬁ
. . e e o + N + 8”
precipitation of equilibrium ( ) "ooem%,q a+GP~a,+0 \
. S
phase is large @, i,
%, %,
toy %o
eﬁ Q(‘Pe;. »
/90@ ‘€ \ -
But, the free energy benefit in each step is somtipared to the ’v,;;%,b a,+ 6" > a,+ 6
overall single step process /o,b ”éw A
................. E%‘.’:: %e,' @Q//

- A o ....... é?Q/ G,
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Precipitation Hardening

O In this diagram additionally information has
been superposed onto the phase diag(armhich
Atom % Cu— strictly do not belong there- hence this diagram
should be interpreted with care)

T ]. 2
e 77 77— ——___ | UThe diagram shows that on aging at varigus
600 T o+ Liqu:id temperatures In thex_ + 0 region of_ the _phase
ol diagram various precipitates are obtained first
500+ -“'Tf:';;__ 0 nicleation on
,ﬂf@ - _ Grdin Boundaries
,,-"'f e - \\\ SS -
400 f,/j_'f. _ “7--., = At higher temperatures the stal phase it
T /",,;;’i. e’ (_/‘.\\ produced directly
s R

G 00| 4 O nucleation on 7., = Atslightly lower temperature§ is produced
o / dislocations =T first
= S
= 200 - / e \"r_. AN

<0 et 6L cone sobvus

Y GP zones .= At even lower temperaturd? is produced
100+ first
. =7 GHzones will dissolve if keaf{ed\
inio this zone =3 reversion =<~ = The normal artificial aging is usually done in
| |

| | I “* this temperature range to give rise to GP
3 4 5 zones first

2
Wt% Cu — e



Phase and TTT diagrams

Phase Dingram TTT Dingram

- A

Agind sequence: "> 6N 6 .

Temperature ——»

Metastable solvus lines

Aging sequence: GR- 68”"- 6'- 6

\
L 4

log (time)
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Phase and TTT diagrams

O In previous slide, we show the Al-rich portion of the Al-Cu phase diagram (scheatiq}.

From the phase diagram, it is clear that the Al with a few percent copper isccboim high
temperature leads to the formation of a microstructure in whicl thiease precipitates out
of the supersaturateadmatrix.
However, if an alloy of composition Al - 4 wt. %Cu is solutionised at say, 54@ft the
resultant phase is rapidly quenched to room temperature, the solid solutiangedy
retained; if this alloy is kept at room temperature (or at any temperdieiow 180°C), 4
metastable phase known as Guinier-Preston zones (GP zones) is formed.

Similarly, the aginc treatmer al othel temperature car product othel precipitate sucl as
0” and 6’

r——4

The solvus for these metastable phases in shown in Fig. Further, we also kaow t

corresponding time-temperature-transformation curves for these me¢askatse as well gs
the stable phase.
we already discussed the crystallography and interface structaktbbse phases as well
as the reasons for their formation.
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Misfit strain effects : Coherent precipitate

L The equilibrium shape of a coherent precipitate or zone is, when the misfiebstiine
precipitate and matrix is small.

O When misfit is present is present the formation of coherent interfacessréne free enerdy
of the system on accounted of the elastic strain fields that arise.

d If the elastic strain energy is denoted Mg, the condition for equilibrium becomes

Y Ay, +AG, = minimum

U If the lattice parameters of the unstrained precipitate and magigand g, , respectively
the unconstraine misfit (9) is definec by

5= 3 8n
A

> u, It

Size afte

Schematic showing |a
coherent precipitate and
the origin of coherengy
strains

Size befare 'transformation

Region transforming lo a

precipitate of lower volume 326



Misfit strain effects : Coherent precipitate

L When the precipitate is incoherent with the matrix, there is an attampiatching the twc
lattices and lattice sites are not conserved across the interface.

Under these circumstances there are no coherency strains. Misfiisstian, however, sti
arise if the precipitate is the wrong size for the hole it is located.

O In this case the lattice misfd has no significance and it is better to consider the volume
misfit A as defined by VARY
p m

Vv

m

A4

BN

N

(a) (b)

The origin of misfit strain for an incoherent precipitate (no lattice matching



Misfit strain effects : Coherent precipitate

O Choose particle shape minimize the free energy of system

Ve

f (c/a) Needle
Cla =0
05 O
\_/

The variation of misfit strain energy with aspect ratio of ellipsoid shape B8




Precipitation Hardening

Precipitation Seqguence in some precipitation hardening systems

Base Metal Alloy Precipitation Sequence
Aluminium Al-Ag GPZ (spheres)» y (plates)— y (Ag,Al)
Al-Cu GPZ (discs)— 0 (discs)— 6 (plates)— 6 (CuAl,)
Al-Cu-Mg | GPZ (rods)— S (laths)— S (CuMgAl,) (laths)
Al-Zn-Mg | GPZ (spheres}y> 1 (plates)— n (MgZn,) (plates or rods)
Al-Mg-Si | GPZ (rods)— B (rods)— p (Mg, Si) (plates)
Copper Cu-Be GPZ (discsp y — v (CuBe)
Cu-Co GPZ (spheres) B (Co) (plates)
Iron Fe-C g-carbide (discs)y» Fe,C
Fe-N o (discs)— Fe N
Nickel Ni-Cr-Ti-Al |y (cubes or spheres)
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Precipitation Hardening

Details in ‘practical’ aging curves

1 . ) Ageing time,days
140 ap . Aged 130 C ; ]205_ __GP
s F g 7 w2 45% Cu Z -0 e Aged 190 °C
= :EI:] ..... a8 #(_,-f n'{ -.:I . ]':IUL una 4’_, - ._?-:b
r.:; IOO' r,"r !-."\..'". '4.. E P:[_:l“' cof - . !x" ”:.' -.:‘.'_':l.__
S [45% " "40%Cu 2 T N, i ot e e, e B
5 80;-':5... " n 60k L'G"j__,-‘“ : S e L0 %,
N E 3:0% Cu :-; - i = Yy *3:0%
= 60F  40%Cu S 3+0% Tereee2.0%
< | 2:0%Cu = 40¢ 2:0%
o, 30%Cu / = . . . -
4o , 2:0% Cu? . 0-01 01 1-0 10 100
: T
01 ] 10 100 Ageing time,days
Ageing time, days
O In low T aging (1306C)—The aging curves have more detail than the single pea
discussed schematically before.
O Inlow T aging (130C)— the full sequence of precipitation is observed (GBZ"— 0').
O At high T aging (190C)— 0" directly forms (i.e. the full precipitation sequence is
observed).
 Peak hardness increases with increasing Cu%.
U For the same Cu%, the peak hardness is lower for theClL8ging treatment as compared
the 130C aging treatment.
 Peak hardness is achieved when the microstructure consist8' of @ombination of §' +
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Particle/precipitate Coarsening

O There will be a range of particle sizes due to time of nuabeesind rate of growth
d As the curvature increases the solute concentratigy) i{Xthe matrix adjacent tp
the particle increases
 Concentration gradients are setup in the matrigolute diffuses from near the
small particles towards the large particles
= small particles shrink and large particles grow
J = with increasing time * Total number of particlescdease
* Mean radius r,,) increases with tin

X, < Diffusion X, ®
| }/’2

-

Less curvature More curvatire

d solute concentration T solute concentration
331



Particle/precipitate Coarsening

<__Dillusion

B x x,® | |
| v, G'r,) B
G (r) C B
X,
r;/ _roszkt -r0—>ra\{gatj[f0
g = D — Diffusivity

kODyX,/| "Xe7Xsr=e)

D is a exponential function of temperature
= coarsening increases rapidly with T .,




Particle/precipitate Coarsening

dr,, K | = small
— . ppts coarsen more
Volume diffusion rate gt [] 2 rapidly

avg

Rate controlling
factor Linearr? versus relation may break down due téugifon short-circuit

avg

orif the processisinterface controlled

i Interface diffusion rate

\V

Diffusion coefficient (D)

Rate of coarsenin Interfacial energy

Equilibrium solubility of very large particles (X

» Precipitation hardening systems employed for high-temperature apphisathust avoid
coarsening by having low;, X_or D

222
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Rate of coarsening

d In superalloys, Strength obtained by fine dispersion yoflfordered FCC Ni(TiAl)]
precipitate in FCQNI rich matrix

O Matrix (Ni SS)/y matrix is fully coherent [low interfacial energy= 30 mJ/nd]
O Misfit = f(composition)— varies between 0% and 0.2%

L Creep rupture life increases when the misfit is 0% rather than 0.2%

ThO, dispersion in W (or NifFine oxide dispersion in a metal matrix)
] Oxides are insoluble in metals

d Stability of these microstructures at high temperatures due tedme of X,
d The term X, has a low value

ThO, dispersion in W (or NifFine oxide dispersion in a metal matrix)
O Cementite dispersions in tempered steel coarsen due to high DrsfitialeC

O If a substitutional alloying element is added which segregates tathiele— rate of coarsening
| due to low D for the substitutional element 334




Spinodal decomposition/Spinodal clustering

O

C OO0

Phase diagrams showing miscibility gap correspond to solid solutions which &
clustering tendency.

Within the miscibility gap the decomposition can take place by either
» Nucleation and Growtlor by
» Spinodal Mechanism

If the second phase isot coherent with the parent then the region of the spinodal is c;
the chemical spinodal

If the second phase is coherent with the parent phase then the spinodal mecha
operativeonly inside the coherer spinoda domair

As coherent second phases cost additional strain energy to produce (as congpat
iIncoherent second phase — only interfacial energy involved}his requiresadditional
undercoolindgor it to occur

Spinodal decomposition is not limited to systems containing a miscibility gap
Other examples are in binary solid solutions and glasses

All systems in which GP zones form (e.g.) contain a metastable cohmaisability gap—
THE GP ZONE SOLVUS

Thus at high supersaturations it is GP zones can form by spinodal mechanism.

Xhibi

alled

nism is

edt
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Spinodal mechanism

O In phase separating systems, at low temperatures, the Gibbs free enpsysts of regions
of concave curvature (as shown Fig. 1) and in such regions the binary alloy tegpiaita a
mechanical mixture of A and B-rich regions instead of remaining a soligtisol This is
because such a phase separation into mechanical mixture reduces the fggeotribe
system.

U Further, in such systems with concavity of free energy, for certainpositions, the
mechanism of phase separation changes from the classical nucleation an@ ¢wow
spinodal decomposition. The change over in the mechanism is related to the curval@e of t

free energy curve as shown in Fig. 2.

Fig. 1 IS Fig. 2
The free energy of a system with concave curvature. In  Positive curvature (nucleation) and negative curvature

the concave curvature region, the system becomes a (spinodal) regions of the free energy versus composition

mechanical mixture of A rich and B rich phases with the ~ diagram; phase separation mechanism changes from
given compositions marked in this figure. nucleation to spinodal at the point of zero curvature.



d°G

<0
dx®

Spinodal mechanism =

When/How it is possible?

We always know that, towards the two pure metal ends, the slope of free enasps|ve
composition is minus infinity.

0 We will understand the Spinodal decomposition better, iftiye
to see, what is the first and second derivatives of this freszgy.

0 9G/ox is nothing but slope of the curve (a) and it will |
given in Fig. (b).

Q a(;z/ax2 Is slope of the curve (b) and it will be given in Fi
(C).

Composition fluctuations




Spinodal mechanism

 Consider a system with an interdiffusion coefficient D and undergoing spinodal
decomposition. Within the spinodal region, the composition fluctuations grow as shgwn in
Fig. (previous slide); the fluctuations grow with a characteristic time @ost

T = _/]2 /4772D where / is the wavelength of the composition modulation
(assuming one-dimensional modulations).

O Thus, for smallei, the rate of transformation becomes high; however, there is a mininum
below which spinodal decomposition cannot occur; this is because, during spjnodal
decomposition, as A- and B-rich regions are forming, there are also intefff@t@een these
region: where AB bond: are formec which are energeticall costliel; thest region: give rise
to an increase in free energy; the “incipient' interfacial enesgpa@ated with the formation
of these regions with large AB bonds are the ones which set the lower wavelanigti he
lower limit on the wavelength can be obtained using the following argument.

U Consider a homogeneous alloy of compositig decomposing into two parts: one with
composition Xg +AX and another with composition . It can be shown that the to&] fre
energy change associated with this decomposition is

_1d°G
chem 2 dX

AG

(A%)®
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Spinodal mechanism

As noted earlier, the AB bonds in the incipient interface regions also cordribuhe free
energy; this free energy contribution, thus, is associated with the gitadrecomposition
Consider a sinusoidal composition modulation of wavelerigthind amplitudeAx ; the
maximum composition gradient is thag/A and the gradient energy contribution is

Ax )’ Where AGy,q is a proportionality constant which is
AG, 4 =K(—j dependent on the difference between AB and AA and
bond energies.

The total change in free energy associated with a composition fluctuatiwavelengthi is
thus giver by the additior of the chemica anc gradien terms

d°G . ZKJ (AX)?

chem grad ~

AG=AG, . +AG, . = > >
dx; A 2
From the above expression, it is clear that for spinodal decomposition
d°G _ 2«
- >
dx; A

Or
2K

d°G
dxg

N> -
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Spinodal mechanism

—— \ Chemical |
O In this figure we show the phase r o Spinodal

separation region along with the -mme Incoherent

points at every temperature at which T N wSecond Phase

the curvature of the free energy versus " L

composition plot changes its sign; the T .- O+ @

locus of these points is as shown gdnd
is known as chemical spinodal. | "

O In the case of spinodal phage J
separation, any small composition X
fluctuatior grows leadin¢ to A-rich
regions becoming richer in A and
rich regions becoming richer in
This is because such a process lea
a decrease in free energy.

O Thus, the process of spinodal
decomposition is in contrast to the
classical diffusion equation scenafio @G>0 .  G<0 . G>0

-
"

0
AG >0

(8]

- T G & N Spinodal
* | . composition

A i ’ . . -"\. L
or all AC » Points of s

“inflection.~
4 AG<0
T forall AC

which predicts that regions wit A 4 X - 4 B
positive curvature for composition
profile grow in time while those wit
negative curvature decay leading |to
homogenisation.

AG > 0 for small AC
AG < 0 for large AC

Spinodal decomposition at
X, involves uphill diffusion

Spinodal
mechanism

Nucleation

g w 340
& Growth



Spinodal Ordering

Ordering leads to the formation of a superlattice

Ordering can take place i8econd Order or First Order (in continuous mo
below T) modes

Any change in the lattice dimensions due to ordering intoedua third orde
rm in the Landau equation s
€ d AG = A % Bp° + C°...

W

Continuous ordering as a first order transformation rexgua finite supercoolin
below theCoherent Phase BoundantheCoherent Instability (i) boundary

These(continuous ordering)st order transitions are possible in cases where
symmetry elements of the ordered structure form a subsethef paren:

Not zero

de

g

the

disordered structure
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Spinodal Ordering

X—

.-Ordered solid

Nuc%n Spinodal Incoherent
& Growth  Mechanism Nucleation

Conlinuous process

but FIRST ORDER
A-Disordered solid solution
B—Nucleation of incoherent ordered phase

C—Nucleation of coherent ordered phase
D—Ordered phase by Spinodal mechanism




Summary

Nucleation & Growth Spinodal

The composition of the second phaseA continuous change of composition occlirs
remains unaltered with time until the equilibrium values are attained

The interfaces between the nucleatingThe interface is initially very diffuse but
phase and the matrix is sharp eventually sharpens

There is a marked tendency for rand
distribution of both sizes and positions
of the equilibrium phases

A regularity- though not simpl- exists bott
in sizes and distribution of phases

Particles of separated phases tend to -I:IJ_Qe separated phases are generally nony

spherical with low connectivity igzﬁggg\l,ﬁ;d posses a high degree of
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Eutectoid Transformation in Fe-Fe ;C phase diagram

Peritectic | | 2~ Eutectic
L+0->y | i<

L >y+FegC

1
.
7 \

11.A70C
[

T

Y (Austenite) N
v Hypo Eutectic |
2.1 |

[Y(Austenite) + Fe;,C(Cementite)] = Ledeburite

Hyper Eutectic
910°C

7 5 13 723°C
- ,"IGT 5 ! '
o CERE R
0025%C f>g: =& !
AT E o
Eutectoid [a (Ferrite) +iFe,C (Cementite)] = Pearlite
y>oa+Fec i
0.008 0.8 % Carbon— 6.7
Fe Ee,C

Iron — Cementite Phase Diagram

Temperature—



Eutectoid Transformation : Nucleation of Pearlite

—

O Pearlite typically forms on the grain boundaries of the austenite phadselyutleation o
either the ferrite or cementite; the exact phase that nucleates is deoadlkedby the
composition and the structure of the grain boundary.

O The nucleation is such that the barrier for nucleation is the lowest; in athets, the nuclej
has a orientation relationship with one of the grains such that the interfaeeakhergy is
minimized.

L Suppose the first phase to nucleate is cementite; this leads to a depletioa cdrtion
surrounding this region leading to ferrite nucleation. Ferrite nucleatiorsssalch that thg
interfacia free energ\ is minimizec; thus it alsc has ar orientatior relationshij with the
cementite. This process is repeated with the entire grain boundarydosdtealternating
cementite and ferrite nuclei.

~

1%

YooY YooV 7002 Yi | 7>
CL

Semi-coherent low | Incoherent mobile y -
energy interface interface 20 LIRS
N 3 —3» —>» '/ \
Ly \ 4
~ v \ N /

Fe.C Fe.C )

Branching mechanism

. . . . . . . 345
Nucleation of the eutectoid phases in a system with eutectoid composition



Eutectoid Transformation : Nucleation of Pearlite

O If the composition of the steel is not the eutectoid composition, then, it is lestiat
proeutectoid ferrite or cementite is nucleated at the grain boundary. Thepithse, be i
cementite or ferrite, then forms on the incoherent boundary of this proeutgatase. This

L g ol

\> K4

process is shown schematically in Fig.

Orientation Relation:

Kurdyumov-Sachs
Semi-coherent low | Incoherent mobile

energy inlerlace ~ interface =
| (100, @11),
Proeutectoid cement/"‘:‘ ‘ —> F) > L/
(010,110,
Y, Y, Yio| ) YooY (OO])C (112) v

Nucleation of the eutectoid phases in a system with pro-eutectoid composition

L The development of Pearlitic microstructure requires cooperative growth atd-and
Cementite

O If this cooperation is not established then the resulting microstructure Hanogllar—
Degenerate Pearlite 206




Eutectoid Transformation : Nucleation of Pearlite

Eutectoid Transformations

Nucleation at GB Pearlite in Fe-C alloys |V — a + Fe,C

A 4

Low undercooling (below A
Small number of nuclei form which grow without rfgeence

A 4

Large undercooling (below A

n along GB

) i ) e A partially transformed eutectoid steel. Pearlite has nucleated on grain

A pearlite colony advancing into an austenite £, (Atter L’S. D‘“k_lm boundaries and inelusions (% 100). (After J.W, Cahn and W.C. Hugel in l)ecomimf347

and R.M. Fisher in Decomposition of Austenite by Diffusional .Pma)'”e.'\’ v .F.. Zackay tion Q,i'Au.rreniln’ _b;.' Diffusional Processes, V.F. Zackay and ILI. Aaronson (Eds.)
and H.I. Aaronson (Eds.). by permission of The Metallurgical Society of AIME. 1962, by permission of The Metallurgical Society of ATME ) ;



Decomposition of Austenite

L The transformation of austenite on cooling is a complex processes in the H&ise
compositional as well as configurational changes are involved. Carbon present |in the
austenite adjusts itself in such a way that at one end it leaves behinthastadarbon fre¢
phase (ferrite) and on the other it combines with iron to form cementite.

L Similarly large scale redistribution of alloying elements takes @laben the solubility o
the element is restricted in alpha iron, and/or there is a strong tendentyefetement tc
form carbides. Also, the crystal structure changes franon to a-iron.

L The process of decomposition of austenite to ferrite-cementite aggregassastially g
diffusion controlled processes and proceeds by nucleation and growth mechanism
Therefore any factor which is able to vary eithei the rate of nucleation the rate of growtt
or both is also able to change the nature of ferrite cementite mixture.

L Some of These factors areature of austenite under consideration, the temperaturg of
transformation and the presence of alloying elements.

L The more the homogeneity of austenite, the better is the probability of gettiagnellar
structure. A heterogeneous austenite may result in the transformation @hiéeisto
spheroidized structure. With lowering of the transformation temperasunarder and finefr
aggregate of ferrite and cementite results.

L The microstructures evolving during austenite decomposition are Ferrite different
morphologies (grain boundary allotriomorphic ferrite, idiomorphic ferrite, \\ddstatter
ferrite, and intragranular ferrite) , cementite, Pearlite, Baiaitd Martensite.

\U

Y

Pt
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Precipitation of Ferrite from Austenite

In this topic we will be concerned with phase transformations in whinghfirst phase tc
appear is that given by the equilibrium phase diagram.

Here we will consider to the diffusional transformation of Fe-C austenitefartite.

However, many of the principles are quite general and have analogues in ptems
where the equilibrium phases are not preceded by the precipitation of transiti@sphas
Under these conditions the most important nucleation sites are grain bowwndadethe
surface of inclusions.

It can be seen in figure (next slide) that ferrite can also precipitatikein the austenite

grain¢ (intragranula ferrite). Suitable heterogeneol nucleatiol sites are though to be

inclusions and dislocations. These precipitates are generally equiax@d ahtlercoolings

and more platelike at higher undercoolings.

In general the nucleation rate within grains will be less than on grain bosdadiherefore
whether or not intergranular precipitates are observed depends on the geaiaf $lze
specimen.

In fine grained austenite for example, the ferrite that forms on grain bowsaril rapidly
raise the carbon concentration with in the middle of the grains, thereby ingdtice
undercooling and making nucleation even more difficult.

In a large grained specimen, however, it takes a longer time for the carjecteckfrom the
ferrite to reach the centers of the grains and meanwhile there will efomnucleation tc
occur on the less favorable intragranular sites. 349
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= Ferrite nucleates on Austenite grain boundaries and
_ grows with a blocky appearance
/,u, — Grain Boundary Allotriomorphs

SmallAT

Curved interfaces- incoherent
Faceted interfaces> semicoherent

. |Larger undercooling — Ferrite grows as plates frorB G
— Widmannstatten side-plates LargeAT

Ferrite can also nucleate within thgrains heterogeneously at
Inclusions and dislocations equiaxed at low undercoolings
and plate-like at higher undercoolings.
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Widmannstatten side-plates become finer with larger

undercooling

-
ol S
TR

%

5:’»‘?«. ; g
¥

e ksl&
R &
Y

Very Large undercooling — Ferrite grows as needl& G
— Widmannstatten needles
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% Eutectoid Transformation : Bainite transformation

O At relatively larger supersaturations (austenite cooled below the nose opedhdite
transformaton), there is another eutectoid product that develops known as;dzamite is
also a mixture of ferrite and cementite; however, it is microstrudiucplite distinct. In the
next two subsections, we discuss these microstructural features.

Upper bainite

3 At the higher end of the temperatures (350-550°C),
microstructure consists of needles of laths of feryi
nucleate at the grair boundar anc growr into one of the
grains with cementite precipitates between the ferritesj s
in Fig.

L The ferrite formed is Widmanstatten; it has a Kurdjum
Sachs orientation relationship with the austenite grain |i
which it is growing; it is in this respect, namely the

Cementite

orientation relationship between the ferrite/cementite N\~
the austenite grain in which they grow, that the baini "
differs from peatrlite.
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At low enough temperatures, the bainitic microstructfure
changes to that of plates of ferrite and very finely dispersed
carbides; since the diffusion of carbon is very low at these
temperatures (especially in the austenite phase as compare
to ferrite), the carbides precipitate in ferrite (and, with|{an
orientation relationship). These carbides that precipitate
could be the equilibrium cementite or metastable carbjdes
(sucl as ¢ carbide for example. A schemati of lowel
bainite plate that is formed is shown in Fig.

y—a+ FgC”

[ Peatrlite is nucleated by a carbide crystal, bainite is nucleated bsrite ferystal, anc
this results in a different growth pattern.

[ Acicular, accompanied by surface distortions

O ** Lower temperature— carbide could be carbide (hexagonal structure, 8.4% C)

] Bainite plates have irrational habit planes

[ Ferrite in Bainite plates possess different orientation relation®&lgiive to the parent
Austenite than does the Ferrite in Pearlite
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Formation of Austenite

Theoratical termparatura ranga
for the formation of

O Formation of austenite is a preliminary step for a
heat treatment process. 1000 1 austenfleln —

O Formation of austenite in eutectoid steel differs frp Hypdeutsctold

sleal

Hyperautecioid
steel

.

that of hypoeutectoid and hypereutectoid steels in o e \ '
sense that in the former case it occurs at a partiqt = _
. o rf . Theoretical temperature
temperature (A,) where as for the latter it takes plac £ o | for the formation o
g eutectold steel

a over range of temperature.

O At 1147°C, the maximum solubility of carbon in FQ
iron is abou 2 percen. Therefore at this temperaturt RN | .
regions around the cementite layer will be enricl ’ Y camonwn

with carbon because of diffusion.

—~~

—

Temperature ranges for the formation of
austenite on heating for steels.

Fe,C

K o o S YT Yy
N |

Fe Fe '
" 0

e~ SN N AL N AL
FE:_C sFe Austenite
(b) (c) (d) (e) (f)

Steps associated with transformation of pearlite to austenite 395



Formation of Austenite

O The maximum diffusion of carbon atoms will take place from the cementitheatdrrite-
cementite interface. As sufficient number of interfaces are availabistenite nuclei will be
formed at the interface.

L By gradual dissolution of carbon of cementite into gamma iron, primary austggaites are
formed. These primary austenitic grains dissolve the surrounding ferrite asténatic
grains grow at the expense of ferrite.

O The growth rate of austenite is higher than the rate of dissolution of the ceéenarit
austenite because austenitic grain growth takes place because of tf@tnatisn of alphg
iron to gamma iron and diffusion of carbon atoms from austenite to ferriis.eXplains the
experimentall observe faci thai dissolving of ferrite is completer before thal of cementit.

—

O The austenite thus formed at eutectoid temperg
IS not homogeneous. The carbon concentratio
higher in these regions which are adjacent to
original cementite lamellae than those which
adjacent to the ferrite mass.

O Chemically homogeneous austenitic grains
obtained by holding (holding time should |
sufficient to diffuse properly) steel above t l , _
eutectoid temperature R T

Time. Seconds

g

Homogeneous |
austenite

E

Q) —

& b
*, Inhomo- "
99% *, geneous -~
Austenite . _austenite "~

2

Temperature,°C
-
=
| I

Austenite + -+ _
) Residual -
0.5% carbide .
austenite

x

2 O A

Effect of temperature and time on the austenite
formed from pearlite in 0.3% carbon steel



Kinetics formation of Austenite

S =)

L The formation of austenite on heating always occurs at a temperature higinethti:
predicted by the Fe-Cementite phase diagram.

[ To study the kinetics of austenite formation is to heat a number of stexllea to different
temperatures above the eutectoid temperature.

L Heating is done by immersing samples in constant temperature baths. A nunshenples
are immersed in a constant temperature bath and are taken out one by oredstmite
interval of time followed by immediate quenching which will result in thenfation of
austenite from transformed austenite.

L The amount of martensite formed will depend on the amount of transformed aestenit
which in turn will depeni on the temperatur at which the stee samplt has beer heater anc
the holding time at that temperature.

O From the figure, we can conclude¢dioo
that the lower transformation

temperature, the more is the time
required to complete thes | A
transformation ot

> ti> >t
L Any property which changes with tk
formation of austenite, and/or wit
martensite formed by quenching pf
transformed austenite. can be utilized Transformation of pearlite to austenite as a fuamctif time

this purpose

= Dausten

[

Time —
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Kinetics formation of Austenite

The relationship between transformation temperature and transformatienhias beel
derived by taking into consideration the effect of superheating. An asabydigure leads

—

to the following conclusions:

Transformation is completed in a short
period at high transformation temperature.

For Higher heating rates, transformatiog
will start at higher temperature, whereas f@r

slower heating rate, transformation ilg A,
start at lower temperature. B R e A

) . ) Beginning of the transformation
For any given practical rate of heating , the

End of the transformation

Time —»

Effect of temperature on the time required fortstad
completion of transformation of pearlite to austeni

formation of austenite will occur over |a
range of temperature, and not at constant
temperature.

For the formation of austenite at a constant temperature, the heating ratel sie
extremely slow, and the two curved lines will converge to a single pointéoicat eutectoiq
temperature line.

The end of transformation curve does not reveal any information about the |
(homogeneity) of austenite. The curved line ensures that all the pearlitebéas
transformed into austenite. In order to attain homogeneous austenite géhenas to be

ul

nature

\]"4

heated to still higher temperatures. 358




Kinetics formation of Austenite

O The processes of austenite formation on heating proceeds by nucleation andh |growt
reaction. Therefore, the factors which can vary either the rate of riutear the rate of
growth or both will change the kinetics of austenite formation. Two such paeamate
transformation temperature and holding time at transformation temperature

L The kinetics of austenite transformation is governed to great extent, byahae of
pearlite. The number of possible austenite nuclei will increase withitlcecase in
interfacial area. The interfacial area can be increased in twgsway increasing the
cementite contents, and by decreasing the interlamellar spddigyis the reason why high
carbon steels austenitize more rapidly than low carbon steels.

O The close the ferrite-cementit: lamellae the highel will be the rate of nucleatiol. Also, the
carbon atoms have to diffuse for smaller distances in order to enrich low cexbmms.

O Therefore, the rate of growth of primary austenitic grains will also be high#rnis case
This explains why pearlitic structure with less interlamellar spgés transformed faster o
austenite.

O The kinetics of austenite transformation for coarse pearlitic strucsuskw for the reason
given above. The kinetics of austenitic transformation from granular peélglower than
that of lamellar pearlite for same reasons.

L The kinetics of transformation will further decrease with increase endiae of globular
cementite particles. Quenched structure will also transform teeaiistmore rapidly than
the granular pearlitic structure.

174
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Austenitic Grain Size

The size of austenitic grains is the most important structural characterfsheated steel. Th
austenitic grain size strongly effects its own transformation behauwawt the mechanice
properties of the microstructures formed from austenite.

Austenitic grain boundaries are preferred sites for the nucleation ofytesteid phases an
pearlite, which are diffusion controlled transformation products.

Coarse austenitic grains having less grain boundary area, have fewertingcleiges, thus

diffusion-controlled transformation of austenite is retarded paving wayasy ansformation t
martensite (Diffusionless transformation product).

The impact toughness of steel is most sensitive to the size of the austemigigrthe hardene
and tempered state. The charpy impact value improves with decreastegiicgrain size to the
extent that its value for a fine-grained steel can exceed several traesfta coarse grained ste
of the same grade.

The reason, partly is due to segregation of impurity atoms to the austgrgiic boundaries

during Austenitisation (more segregation takes place if grain boundarysaless as is the cas

in coarse grained steels), and thus the fracture frequently takesghate prior austenitic grai
boundaries.

The co-segregation of impurities like Sb, P, Sn, As along the large angle graitdries of
austenitic grains weakens the adhesion at these boundaries to cause fbigréhem. Sucl
intergranular fracture is quite brittle.

In alloys of Fe-Ni, and Fe-Ni-C, the Mtemperature is lowered significantly by decreasing
austenitic grain size, probably due to higher strength of fine grainedratestewhich in turn
increases the shear resistance of austenite to transform martensite. 360
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Austenitic Grain Size

At temperatures just above the uppel
critical temperature, when the structure| is
fully austenitic, that is just after the
transformation is complete, the initial gral
size of austenite is fine (though mare
disperse is the initial structure, the finer|is
the austenite grain formed).

As the temperature is raised further, |or
holding time at a given temperature |is

S

increasec ther grair coarsenin occur. | |

This behavior is schematically illustrated,|

Austenitic grain growth is a natural
spontaneous process and is caused by ti
tendency to reduce the surface energy| b
reducing the total surface area of the grair
boundaries. A high temperature accelerate
the rate of this processes.

Driving force is the surface energy stored
as grain boundary energy. Certain grajins
grow at the expense of smaller grains,
which due to their less stable.

INCREASE OF TEMPEATURE

OVERHEATED
AUSTENITE
GRAINS

COARSE
AUSTENITE
GRAINE

FRESHLY FORMED AUSTEN
GRAINS WITH S0ME
FRS-EUTECTOID FHASE

= o — — — —

ORIGINAL MICROSTRUCTURE
[PEARLITE «+ PROSYTECSTSD
PHASE)
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Austenitic Grain Size

Depending on the tendency of steel to gr
growth, steels can be classified into two brc
groups:

v Inherently fine grained steels

v Inherently coarse grained steels

Inherently fine grained steel resists the grov
of austenitic grains with increasir
temperature. The kinetics of austenite gr
growth is very slow and the steel remains fi
grained even at temperatures as high
1000°C or 1050°C.

M)

N
-

- 0N .= =

Inherently
coarse grained
steel
Inherently
fine grained
steel

Grain size —m

Ac, 1050
Temperature, “C
Comparison of austenitic grain growth characterssti

of inherently fine grained and course grained eoté
steel

On the other hand, grains of inherently coarse grained steel grow abruptlynargasing
temperature, and so a steel with coarse grains is obtained.

In the presence of ultramicroscopic particles of oxides, carbides andesitwhich prevent
grain growth. These particles are refractory in nature, i.e., thay withstand high
temperatures and are generally present at grain boundaries of austdretefofe, they agt

as barriers to the growth of austenitic grains.

Intensive grain coarsening of inherently fine grained steels above a partenlperature i$
due to the dissolution of ultrafine particles of carbides, oxides and nitridéise matrix
(austenite). After dissolution, no particles are left to offer resstao grain growth.ze2

—
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Cellular Precipitation (Discontinuous Precipitation)

O Grain boundary precipitation may also occur by cellular precipitat{@apart from
Allotriomorphs, Widmannstatten side plates & needles)

O Main Feature— boundary moves with the tip of the precipitates

O The mechanism by which GB ppt. develops into cellular precipitation isesyspecific
calleddiscontinuous precipitatioas the composition of the matrix changes discontinuously
as the cell front passes

O (Continuous precipitationnot cellular- occurs throughout the matrix and the matrix
composition changes continuously with time

a'(higher solute concentration) a (lower solute congiain)+ £

|a
[
¢ > ) > mm >
-
]

Nl
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Cellular Precipitation (Discontinuous Precipitation)

O In the previous section, we discussed the effect of grain boundaries on thetiounclafg
precipitates with specific reference to ferrit@) ©n austenitey). We saw that there exist
two morphologies, namely, grain boundary allotriomorphs and Widmanstatten sids. plat

O In some cases, the precipitates that are nucleated at the grain boumdanythey grow
also carry the grain boundary along with them. This process is shown stibalhgan Fig.
Such a process leads to a cellular microstructure as shown. This kind of pio&assvn as
cellular precipitation.

Partitioning of the solute ahead
~ the moving front by GB diffusion

a'(higher solute concentration) (lower solute concsiutn)+ 3| **




Cellular Precipitation (Discontinuous Precipitation)

O Cellular precipitation is also known discontinuous precipitation becausdeofstdden
change in composition of matrix across the moving grain boundary as shown below; jon the
other hand, noncellular precipitation is known as continuous because the compositien of th
matrix phase decreases continuously at any point. In general, continucystpt®mn leads
to much better mechanical properties (due to the more uniform distributioreoipitates,
which nucleate throughout the matrix (on dislocations for example) and hencdy [muc
smaller size distribution) as opposed to discontinuous precipitation.

O Cellular precipitation leads to microstructures that are very simila eutectoid
transformation. In fact, the only difference betweel cellulai precipitatior anc eutectoit
transformation is that while in eutectoid transformation both the phasesfdia are
different from the original phase, in cellular precipitation one of the phasemins the
same as the original phase (albeit with a different compaosition):

a -a+pf

O o’ is the supersaturated matrix, and is the matrix phase with a commositoser to
equilibrium as compared @’ and 3 is the precipitate phase.
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Cellular Precipitation

(Discontinuous Precipitation)

Original position of GB

Cellular precipitation of Mg;Al;; in an Mg-9 at% Al alloy solution
treated and aged 1 h at 220 °C followed by 2 min at 310 °C. Some general Mg;;Al,;
precipitation has also occurred on dislocations within the grains.

The cellular precipitation that takes plag
during the aging treatment leads to
microstructures

\J

B |
At o i o
% A1 I
‘b Distance
gh
| @ |
| |
At i |
% A1 m
i i
Distance
o]

v

The composition profiles across the
boundary as well as parallel to the
boundary
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Cellular Precipitation (Discontinuous Precipitation)

d Consider the phase diagram of the Al-Mg system, Bhghase is the Mg Al ,, phase and
the phase is the solid solution of Mg and Al. Consider an alloy of 9 at % Al, wisgh |
solution treated (at, say 490) and aged for an hour at 2Z0.

L The cellular precipitation that takes place during the aging treatmeatls to
microstructures as shown schematically in Fig. (next slide).

L The composition profiles across the boundary as well as parallel to the boundaas|a
shown in Fig. (next slide).

O The discontinuous nature of the composition in the phase across the moving boundary
indicate: that the mechanisr of diffusion which lead: to the formatior of cellulal structure
Is the diffusion of solutes through the moving grain boundary (since, if the diffiusiok
place through the matrix on either side of the boundary, it would have led to campqsi
gradients).

O The composition of thex in the profile parallel to the moving boundary indicates that
composition is still not equilibrated after the precipitatiorpof

O When the mechanism of phase transformation changes from nucleation and gragwth to
spinodal decomposition, it is possible for discontinuous spinodal to take place; in such
cases, phase separation starts near the grain boundary and the boundary rtiovles|w
phase separation (reaction) front.
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Ordering Transformations

O In the thermodynamics & kinetics topic, we considered a system Qith 0. In such
systems, at lower temperatures, the free energy develops a concave eulwatling to s
phase separation into mechanical mixture.

 Now, consider a system with , that is, the AB bonds are preferred over AABi8ls.\What
happens to such systems at low temperatures?

O In systems witlQ2 < O, that is, systems in which AB bonds are preferred over AA/BB bonds
are preferred, at lower temperatures, the system becomes ordibredrdering is over and
above the crystallographic ordering. In the crystalline lattice, spmelgftice positions are
occupie( by specific atoms thus leadin¢ to more of the preferrecunlike bond:.

L Consider for example a bcc lattice occupied by A and B atoms. If it is disedjdnen, the
probability of the cube corners and cube centers are occupied by the A or B até0t |s
(that is, the same as the alloy composition in at%). However, whenykism orders, the
cube corners preferentially occupy one of the positions, say, cube corndestiaiother
preferentially occupies the cube centers.

O That is, the bcc lattice now can be considered to be consisting of two inetrpgng cubig
lattices. Such a structure is known ag Blotice that in the (ideal) Bstructure, there arg
only AB bonds and no AA/BB bonds. NiAl is a system in which, for example, sugl
ordered structure is known. There are also fcc based ordered structures ssudj |a
(example: NjAl) and L1, (example: CuAu).

Pl
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Ordering Transformations

= A—B bonds stronger = A-A and B-B bonds stronger
than A-A and B-B bonds than A-B bonds

= Solid stabilized— Ordered solid = Liquid stabilized— Phase
formation separatiomnn the solid state

E.g. Au-Ni

l/\l
" mm o ® | A -

Ordered solid a, & a, are different onIy In lattice parameter
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Ordered Phases
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Ordered Phases

OFe ®Cd OMg

The five common ordered lattices, examples of which are: (a) L2,: CuZn,
FeCo, NiAl, FeAl, AgMg; (b) L1,:CusAu, Au;sCu, NizMn, NiyFe, NijAl, Pt;Fe;
(c) L1y: CuAu, CoPt, FePt; (d) D05:Fe;Al, FesSi, Fe;Be, CusAl: (e) D0,y: Mg;Cd,
Cd;Mg. Ti;AlL NisSn. (After R.E. Smallman., Modern Physical Metallurgy, 3rd
edition, Butterworths, London. 1970.)
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&1 Long range and short range order parameters

L There are two different order parameters that one can define. Thasfitisé short rangs
order parameter (S) defined as ;
g ) Pz —P ,z(random)

P.sz(max)— P,z (random)

1%

d Here, Rz(max)and Rs(random) refer to the maximum number of bonds that can exist and
the number of bonds in a random solution. As one can see, the short range order pgrameter
Is closely related to the, regular solution parameter; this type of owles possible ir
alloys of all compositions.

O In cast the alloy compositiol is in simple ratios of the constituer atoms then one car
define the so called long range order parameter L in terms of the alloy comopoas x

lven as;
g B D—X

1-Xx

L Where p is the probability of occupancy of the given site by the right kind of atom.

At absolute zero, the system will choose a state with L = 1; however, apetature
iIncreases, the effects of configurational entropy come into play; so the valudemfrease;s
from unity and eventually reaches zero. The temperature at which this cludrigeng
Range Order (LRO) from unity to zero takes place is known as the criticgdeeature (I)
for the order-disorder transformation. -

UJ




J Long range and short range order parameters

O In Fig. we show the variation df andSwith temperature in two systems, namely, one that
undergoes an order-disorder transformation froptd® disordered bcc and another that
undergoes an order-disorder transformation fromtbldisordered fcc.

O Itis clear from the figures, the changes are of two different types; ingoeamic case of
B, to bcc (CuZn type), the variation is continuous; however, in the case gfta_Icc
(Cu;Au type), the variation is abrupt. These differences in the behavior is a qosisee of
the differences in atomic configurations in the two ordered lattices.

| —__ Long Range 1

\(A Order

Long Range
Crder

Short Range

Short Range

Cu,Au Type | .__.._______E?rdcr CuZn Tipe

T—> T T=— T,

Order parameter variation with temperature: continuous (B, type) and abrupt (L.1,).




Ordering Transformations :  Microstructural features

L The order-disorder transformation can take place both through the nucleatiayramiih
mechanism and spinodal mechanisms. In spinodal mechanism there is continueasdncr
in, homogeneously all through the crystal leading to the transformation. Inutieation

and growth mechanism, small regions form overcoming an energy barrier esslréggons
grow.

O In ordered alloys, the two phases have near-identical lattice pagesyeid the interfacia
energies between the ordered and disordered phases is very low. Hentarribe for
nucleation is very small. Hence, order-disorder transformation, whers tallasee througt
the nucleatiol anc growtr mechanisn take: place througl homogeneot nucleatiol.

—

Occurring homogenously throughout the crystal

Continuous increase in SRO

Mechanisn

Nucleation and Growth

Due to an energy barrier to the formation of ordered domains
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Antiphase boundary

O In ordered alloys, there exist surface defects which are known as antipbasearies. Thi:
IS because the two different ordered domains formed at different regadmen impinge, it
can so happen that there is no matching across the interface; see the schrefgtire.

U The different ordered domains are possible because in B2 for example, thaetéw@ie
equivalent and hence what is cube center in one domain could be the cube co
another.

O In the schematic shown in the Fig., for example, in the left upper portion,ube centers

are occupied by Ni while in the lower right portion cube centers are occupied.lSo,
wher thest¢ two domain: mee ar antiphas boundar is formec. Since the antiphas
boundary consists of NiNi and AlAl bonds, they increase the energy of the sysiemee,
given a chance the system would like to get rid of them.

\Y2J

rner in

‘ Ni ‘ Ni | Ni /ﬂtiphase boundary

NI Ni AL A

/ Al | AllAI

The schematic of the formation of antiphase botiedan an ordered alloy due to the accidents’ afvgo




Massive Transformation

L The type of transformation that occurs in cooling (e.g. Cu-38 at%l&@y) dlepends on
the cooling rate
+ Slow cooling— transformation at small undercoolingsequiaxed
¢+ Faster cooling— transformation at lower & Widmannstatter needles
+ Even faster cooling (brine quench) no time for diffusion= Transformation ofs
— a without change in compositigMASSIVE TRANSFORMATION

O aricher in Cu= growth ofa requires long-range diffusion of Zn away from advancing
o/ interface

0 MASSIVE Tr.
* Nucleation at GB and rapid growth irffo
¢ [rregular appearance
+ No change in compositioe> Only short range jumps (thermally activated) across the
interface @/B) (no long range diffusion required) fast growth rate
(thermally activated migration of incoherent interfaeediffusionless civilian)

O

Separate transformation curve (in TTT & CCT diagrams)

O

~ to GB migration during recrystallizatiep but driving force v.high
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Massive Transformation

3 An example of massive transformatipir 1100 ! ' ' ' '

iIs shown in Fig.: in Cu-Zn system, 1000 Cu-Zn System
when an alloy of 38 at.% Zn is coolec |
from 85CC to say 400C at fast 900
enough cooling rates, the structur

changes from that i to a albeit with 800

the same composition. t

O Since the composition is the same$ 700
there is no neec for long range| £ goo
diffusion and hence the transformatio*§
IS very fast. X 500

O Such changes in structure withcu§ 400-
changes in composition can b :
achieved in two ways: massive whi¢cl  3ggie—-—--—--------- 7 ——;ij---——}/
is through thermally activated jumps = -
of atoms from regions of one phase|t o WM,
another and martensitic which i . | | . .
through diffusionless (military) 100530 20 30 40 50

Cu Atomic percent Zinc —
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Massive Transformation

Temperature, °C  —

1100
1000}
900
800
700
600
500

400

y
10 20 30 40 50

Atomic percent Zinc —

Massive « formed at the grain boundaries of B in Cu-38.7 wt% Zn
juenched from 850 °C in brine at 0 °C. Some high temperature precipitation has also
weeurred on the boundaries. (From D. Hull and K. Garwood, The Mechanism of
Phase Transformations in Metals, Institute of Metals, London, 1956.)
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Massive Transformation

O Typically, systems which undergo massive transformation also undergadenmagic
transformation at higher cooling rates; this is indicated in the scher@&lit diagram in
Fig. The mechanism of formation of massive transformation can be understdbd wi
reference to this CCT diagram.

At slow cooling rates and at
smaller undercoolings,
precipitation and growth of
o leads to equiaxedr. At
highel coolingc rate: anc
larger undercoolings
Widmanstatter formation
takes place.

O In both these cases, sinte
the growth of a requires
long range diffusion (sep

. _ Cu-Zn phase diagram for

v Magtensitic Widmannstitten Equiaxed example, where it is the

v v Massive long range diffusion of Zi

Martensite that is needed), it require

long time to form. 379
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Massive Transformation

L However, relatively faster cooling rates would nucleatedlphase at the grain boundaries;
since the growth of this only requires that atoms jump across the interface, and since
the driving forces for the formation of are very large (see in Fig.)

G ~700°C

Y
Q
o
T

800
700\
600 S
5001 o

400

300 (=) i

1 L 1 1 1
0 10 20 30 40 50
Atomic percent Zind 86

Free energy composition curves (schematicipifandf3 in the Cu-Zn system



Massive Transformation

0 10 20 30 40 50
Cooling rate, 10°K/s

£ 900

8 Oriented nucleation and growth

=2 g0l

o Massive

U o o N V.High cooling rate will
£ 700; T N

produce Martensite

The effect of cooling rate on the transformation temperature of pure iron.

(Aftcr M.J. Bibby and J.G. Parr, Journal of the Iron and Steel Insti
100.)

H

Massive Tr. can also occur in Fe-C syst

71N

Massive o in an Fe-0.002 wt% C quenched into iced brine frog%i()o °C.

Note the irregular «/a boundaries. (After T.B. Massalski in Metals Han k, 8th

edn., Vol. 8, American Society for Metals, 1973, p. 186.)



Questions?

1. What is the condition for the development of a miscibility gap in an isomorphousepha
diagram?
2. Where do the eutectic and peritectic reactions get the driving force fgorthgress of the
reaction?

3. Show that coupled growth (growth of and 3 together as is observed in case of eutectic
solidification) is not possible in peritectic solidification.

4. What is the need for the formation of coherent precipitates at high undercooling?

5. What would be the positions of the GP zon@3, 6’ solvus lines in relation to that d in
Al-Cu phasidiagram’ Explair basei on thermodynami principles.

6. How do you know the driving force for the nucleation during precipitation of a second
phase from a supersaturated solid solution using the G-X diagram?

7. ldentify the differences between the composition outside and inside the spinddains of
(a) driving force for the transformation and (b) the progress of transformation.

8. Usually massive transformations are observed in single phase field insft@ativo phase
field. Why?

9. Why do massive transformations generally occur at lower temperatures but ratgeethar
precipitation transformations.

10.How does pressure influence the austenite-martensite transformatioelsf¥ste

A\ "4

AL 4
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Questions?

11. Define interlamellar spacing. Is it characteristic of a tempaeadf transformation? How is
that it appears different in different colonies in a microstructure?

a) Derive an expression to prove that growth rate of pearlite is proportional toesqtithe
amount of under cooling. Why does the growth rate decrease after becoming a ma
with the fall of temperature

b) What is the kinetics of pearlitic transformation? How is the volume ratt pearlite
formation related to growth rate and grain size of austenite?

12. Why does the flow stress increase as the carbon content of annealed stealsasere
13. Distinguist betweel two types of bainite:.
a) Discuss at least four characteristics of bainitic transformation

b) Compare the characteristics of bainitic transformation with pgeadnd with martensiti¢

reaction
c) Discuss the mechanism of formation of bainites.
d) What makes lower bainite to have more applications than upper bainite?

14. Explain the term active nucleus. Name the active nucleus for (i) Bedriknsformation an
(i) bainitic transformation. Give reasons in support of your answer.

15. What is cellular precipitation? What is the mechanism involved in it. Hag different from
Precipitation hardening.

16. What is meant by ordering parameter? How it influences the material pr@pléet&'mg%SRO
and LRO.

Ximum




Questions?

17.What Is super lattice? Give some of examples. And what are the critef@roa supeli
lattice. What are the techniques available to find out a super lattice?

18. Write short note on Spinodal decomposition. Compare with Nucleation and Growth.

19. Explain the thermodynamics and kinetics of solid state phase transformaitih reference
to the following factors;

Volume free energy, surface energy and strain energy components.

Why does solid state phase transformation generally require under cooling rta sta
nucleation?

20. Explair the Hull-Mehl mechanisr of pearlitic transformatio by citing Hultgren’s
extrapolation technique.

What is Johnson-Mehl equation of kinetics of peatrlitic transformation

Explain the parameters affecting inter-lamellar spacing of peaslitucture and also stats
its roles on mechanical properties.

L4
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Martensitic transformations - Introduction

 The name martensite is after the German scientist Martens. It was asginally to
describe the hard microconstituent found in quenched steels. Martensiénsenf the
greatest technological importance in steels where it can confer an oursfaroanbination
of strength (> 3500 MPa) and toughness (> 200 Mp@a/m

O Martensitic transformation is the name for any transformation th&eg place in a
diffusionless and military manner - that is, these transformatidies péace through atomic
movements which are less than one atomic spacing; and in these transfornaatorss
change their positions in a coordinated manner (unlike thermally activatedidiféisor,
sc-called civilian processe.

U In shape memory alloys such as Ni-Ti (nitinol), it is the martensitms$formation that i
responsible for the shape memory effect.

U In this topic, we describe some characteristic features of the mdrtetnansformations
(with specific reference to steels in which, this transformatioresonsible for hardening
by quenching).

L Since martensitic transformations are diffusionless, necesstdrd@ycomposition does not
change during the transformation. It is only the crystal structure thatgesa For example,
in Fe-C alloys, the austenite (fcc) transforms into martensite (bct);

O in Ni-Ti, an ordered bcc (called austenite) transforms to another atdes€l type structurs
(called martensite). Note that since martensitic transformatsordiffusionless, if the
austenitic phase is ordered, the martensitic phase is also ordered. 386
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Characteristics of martensitic transformation

Occur at high super saturations, without change in composition
No long range diffusior» Movement of atoms a fraction of the inter-atomic distance
Nearest neighbour configuration remains unchanged

Cooperative movement of a large group of atemdransformation proceeds at the speeg
sound in the material

Thermal activation doesiot play a role in the growth of the martensitic phas
Thermal activation may play a role in tineicleationof martensite

Usually martensite crystals nucleate and grow across the whole graior(ia sases thi
growtt is a functior of temperature

In some cases the transformation occurs over a period of some time (due nuwalthie

assisted nucleation)
Martensitic crystals have a specific orientation relationship (OR) thie parent phase

Planes of the parent lattice on which Martensitic crystals frenHabit planedirrational
Indices)

Interface between Martensite and parent pras€oherent or Semi-coherent

At a given temperature (between Nnd M) the fraction transformed with plastic
deformation (in some cases elastic stress also has a similaf) effec

] of

e

S

L4

r

With prior plastic deformation the transformation temperature camcbeased to Iyl
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Characteristics of martensitic transformation

O Shape of the Martensite formed Lathe and Plate morphologies
O Associated with shape change (shear)
a

But: Invariant plane strai(observed experimentally) Interface plane between Martensite and
Parent remains undistorted and unrotated

O This condition requires

1) Bain distortion— Expansion or contraction of the lattice along certain
crystallographic directions leading to homogenous pure dilation

2) Secondary Shear Distortiex Slip or twinning
3) Rigid Body rotatioi

. Martcnsite . : ,

[nvariant planc . : Surfuce Deformations

- i ¥ habit planc : -

in austenite 4

Surface l
] T _-'IL Il
o Y | -8
| — —-
E —= =
[llustration of the coherence of the martensitic plate —_— —

with the surrounding austenite
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Characteristics of martensitic transformation

O Martensitic transformation can be understood by first considering amalte unit cell forl
the Austenite phase as shown in the figure below.

O If there is no carbon in the Austenite (as in the schematic below), theM#reensitic
transformation can be understood as-20% contraction along the c-axis and-da2%
expansion of the a-axis> accompanied by no volume change and the resultant structure
has a BCC lattice (the usual BCC-Fe)c/a ratio of 1.0

y (FCC) | Quengh a'(BCT)

0.8%C ~ 0.8%C
In Pure Fe afte
FCC Austenite alternate choice of Cqll the Martensitic transformatioh
c=a

A Body Centred retragonal Cell

-

@ e - -~
e ~
o @ s N
7 N
/

\

’ \

lI \\
FCC— BCC | .l :

a @® ° @ ° Y /

’

\\ ~ 4’ /,
N 7

d

n (r/"'“\":f ) . .
o é ® @ ~20% contraction ort-ams}

488 ~12% expansion ad-axis




Characteristics of martensitic transformation

A.

frrational Habhit Plane_ |
\\ _rl-

(Should remamn
undistoried
and unrotated)

1 )

Difavion due tor phase
transformation
(Rotated due to

the transformation)

But shear will distort the lattice!

Slip

Average shape

remains undistorted

Il' Shear
I
I
I
|

{C(‘.!mhi:nec. Dilation and Shear
leaves/Habil Plane Invariant)
|

b R . .
\\ - \\ \\ N \\ N
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Characteristics of martensitic transformation

How does the motion of dislocations lead to a mswwpic shape change?
(From microscopic slip to macroscopic deformatiema first feel!)

. : Step formed
Dislocation : . .
4 when dislocation
formed by = ;
L - '| leaves the cryst
pushing in W
a plane aa 5

I
| | | | 391




Characteristics of martensitic transformation

| | 392




Characteristics of martensitic transformation

V 14
I | yd g
I| II /I’/I/ /I’/I/
| | A A
I | ’ yd i
I | yd i
I | yd g
I | X g
| | 4 g
)4 e

Net shape cha@
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Hardness of Martensite as a
function of Carbon content

M, i
| 60
J
> 1 -

= 5
= 5
= S -
D =

= =

20 -

M; \

0 % Martensite — 100

U.IZ 0.4 0I6
% Carbon —

Properties of 0.8% C steel

Constituent Hardness (R | Tensile strength (MN / &)
Coarse pearlite 16 710
Fine pearlite 30 990
Bainite 45 1470
Martensite 65 -
Martensite tempered at 250 55 1990 394




Characteristics of martensitic transformation

w
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N

w
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Lattice parameterA®°
w
o

N
©
©

2.94

2.90

2.86

2.82
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Driving force for martensitic  transformation

O Diffusionless transformations require larger driving forces than for diffusipna
transformations

d Why? In order for a transformation to occur without long range diffusion, it must take
placewithout a change in composition

d This leads to the so-calleg, concept, which is the temperature at which the new phase¢ can
appear with a net decrease in free enesijyhe same composition as the parent (matyix)
phase

d As the following diagram demonstrates, the temperatugg,al’ which segregation-less
transformatio become possible (i.e. a decreas in free energ) would occur) is alway: les:
than the solvus (liquidus) temperature.

 The driving force for a martensitic transformation can be estimatedactly the same way
as for other transformations such as solidification.

 Provided that an enthalpy (latent heat of transformation) is known for the aramsfion,
the driving force can be estimated as proportional to the latent heat and theawidey
belowT,.

T, Mg
TO

AG"® =AH”°
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Driving force for martensitic  transformation

a product ‘
Tl
y parent
G Common tange
T,>T,
I
| Diffusionless transformatiomnpossibleat T,,
i Diffusionless transformatiopossibleat T,
T >
“T," Is defined by no difference in free X

energy between the phaseaG=0.



“ Various ways of showing Martensitic Transformations

\n_ @ » .
[a \I Y T00 F A1
o : 0] St AEN
: Eﬂﬂ"\ c;}['EmEﬂhTE

= NN
- N
.f-l- ﬁl\ :g;'\ %

- _\ “,
| %C M, N
M, T Fe Co \ - R"\M 3

TR T S R

0
0 02 0k 06 GB 10 12 14 *6
Co C (%)

(a) Free energy — temperature diagram for Austenite andemsté of
fixed carbon concentration

(b) Free energy — composition diagram for the austenite aatdemsite
phases at the Mtemperature.

(c) Iron-carbon phase diagram with, Tas defined in (a), M and M
superimposed.

- (d) M, and M inrelation to the TTT diagram for alloy £n C

Log time 398



Why tetragonal Fe -C martensite?

At this point, it is worth stopping to ask why a tetragonal martensite $ommiron. The
answer has to do with the preferred site for carbon as an interstitnairity in bcc Fe.

Remember: Fe-C martensites are unusual for being so strong (& brittle)t Mveotensites

are not significantly stronger than their parent phases.

Interstitial sites:

FCC:octahedrasites radius= 0.052 nm
tetrahedrasites radius= 0.028 nm

BCC: octahedrasites radius= 0.019 nm
tetrahedre sites radius= 0.036 r

Surprisingly, it occupies the octahedral site in the bcc Fe structure, edbpismaller sizg

Carbon atom radius = 0.08 nm.

of this site (compared to the tetrahedral sites) presumably because owtheoddulus in the

<100> directions.

One consequence of the occupation of the octahedral site in ferrite héhaarbon aton
has only two nearest neighbors. Each carbon atom therefore distorts thattioa in its
vicinity. The distortion is @etragonal distortion

If all the carbon atoms occupy theame type of sitéhen the entire lattice becom
tetragonal, as in the martensitic structure.

Switching of the carbon atom between adjacent sites leads to strong irfftectiah peaks

~

13%

—

=S

at characteristic temperatures and frequencies.
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Massive vs. Martensitic Transformations

 There are two basic types diffusionlesgransformations.

 One is themassive transformationin this type, a diffusionless transformation takes place
without a definite orientation relationship. The interphase boundary (betweentpand
product phases) migrates so as to allow the new phase to gtas, however, a civilian
transformation because the atoms move individually.

 The other is thanartensitic transformation In this type, the change in phase involves a
definite orientation relationship because the atoms have to move in a cooddmateer,
There is always a change in shape which means that there is a strairatesb®ath the
transformatio. The strair is a genere one meanin¢ thai all six (independen coefficient:
can be different.

CIVILIAN MILITARY

Diffusion Required | Precipitation, Spinodal
Decomposition

Diffusionless Massive Transformations Martensitic Transformations
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Morphology of Martensite

Retained austenite helps
to sharply define plates in
Constraints in the matrix optical microscope

does not allow parallel

plate but like a lens \

-~ hep Th x 3

&y | g A TR DExE EFARATRY & 5 s . CF o g SO et £ 62 . g

Rl S el ‘.‘.';-T;E,EQ.-L, Rl ES P ERE IR T IS PSR g L e
i 3 s TN o R AR PR T L L TR R

."."_—"'4“:\“_;,;,'} -:‘(;f-’?‘}agi‘E’a@}:ﬁ{&1“'?-{3&‘}"1‘;*;; aﬁ?{'&;_& --..m ::,:- J »’;‘t.;‘,l .";;’ St ¥

Formation of (a)
Lath martensitgb),
(c) plate martensite.
(@) Schematic
illustration of mode
of nucleation and
growth of lathe
martensite. (b) Lens
Shaped martensite
(c) Successive
partioning of
austenite grain with
the formation of
plates of martensite

O In steels, two distinct morphologies of martensite are desthe Martensite and Plate

(Lenticular) Martensite.
Low carbon martensite — Lathe martensite

Q
U Medium carbon martensite — Mixed martensite —lathe as well as platemsdg
Q

High carbon martensite — Lenticular plates
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Morphology of Martensite

oy

P A et
3 R B T
S T
Soh e I L
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S, o LAY
s

(a, b) Growth of martensite with
iIncreasing cooling below M
(c-e) Different martensite
morphologies in iron alloys
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Kinetics of Martensitic transformations

Athermal

Athermal

4 Fraction transformed = f(Tonly (between Mand M)

At agiven T a certain number of nuclei form which grow
the speed of sound in the material across the whole grai

L The number of nuclei forming increases with decreasin
= more transformation

d M, and M temperatures increase with increasing grain si

=

% Martensite

~

N

M
Burst

O At some T(M,) — sudden transformation of a large fractipn Burst

of parent to Martensitéoften with a acoustic effect-click)
L % transformed during the “burst> few-over 50%

L The ‘burst’ can be thought of as an extreme form of
autocatalytic effect

1 Remaining transformation is completed-ate lower T ¢
longer t

T —» M. 403



Kinetics of Martensitic transformations

Isothermal

4 Fraction transformed at a givendetween Mand M) = f(t)
— observed in some alloys at subzero T

O Atthe low T thermal activation of growth does not occur (as usggl fa

O “t effect” is due to small thermal activation required for natien of Martensitic plates and
autocatalytic effect

 Rate of transformation at a giventwith 1 grain sizefewer nucleation events give more
transformed fractior

=120

=140

Temperature ,°C

=160}

-180+

ot sl [ B AT Lt
20010 50 800 0o sooe
Tirme, seconds

|Isothermal Transformation diagram for
Martensitic Transformation in Fe-Ni-Mn alloy 404



Questions?

Differentiate between the following transformations

Pearlite, (b) Bainitic (c) Martensitic, based on Diffusion, Temp&e range, Nuclei
Kinetics of reaction, Crystallography, Density of dislocation, Surfagefiednd Growth rate|

. Where the carbon atoms sitting in BCT martensite

a) Why does martensite has BCT structure?

b) Why martensitic transformation is not reversible in steels?

c) Slip in the cause of lattice invariant deformation in low carbon martensvhile

twinning is the cause in high carbon martensite. What is the relationshiphes

temperatur of transformatio drops

. Give an exact definition of the habit plane of martensite. Describe how thispiabig might
be measured experimentally. Give possible reasons why there is so muter s€ahabit
plane measurements in given sample.

Draw a diagram to illustrate Bain’s homogeneous deformation model for the-fdbcc

diffusionless transformation. Assuming = 3.56 A’ and a, = 2.86 A, and that c/a fof

martensite is 1.15 calculate the maximum movement experienced by atonmg the
transformation. Assume that c/a = 1.1.

. What is the role of austenitic grain size in martensitic transforma®dasaustenitic grair
size is important to the strength of martensite? What other factors are tanpdo the

St

—

strength and toughness in technological hardened steels? .




Questions?

6. Calculate the volume change associated with austenite to martaasisbormation in 1 %
carbon steel

7. Explain why martensite is hard? What is the crystal structure of msite® Show the
positions of carbon atoms in unit cell of martensite.

8. What is the impact of tetragonal expansion (due to carbon) on the locking of dislocatigns.

9. Explain the role of applied stress on martensitic transformation and ealsmerate a
thermal and isothermal kinetics of martensite formation.

10. Classify martensite based on the morphology and what is the effect of carbdéh on it

\V
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Classification

| HEAT TREATMENT |

BULK SURFACE
Annealing Tempering
Normalizing Hardening Thermal Thermo-Chemical
Full Annealing Carburizing
Recrystallization Annealing Induction Nitriding
Y
Stress Relief Annealing ¥ Laser Cyaniding
heroidization A ' Boronizin
Spheroidization Annealing { Electron Beam g
Diffusion Annealing Chromizing

Partial Annealing

pa—

Process Annealing 408




Annealing

Full Annealing

d The steel is heated above, (for hypo-eutectoid steels)A, (for hyper-eutectoid steel$)
—(hold) —then the steel is furnace cooled to obtain Coarse Pearlite

L Coarse Pearlite hasHardness? Ductility

d Not aboveA_, —to avoid a continuous network of proeutectoid cementite along grain
boundaries-&path for crack propagation)

910°C

Full Annealing

723°C .
Spheroidization A,

Recrystallization Annealing
Stress Relief Annealing

0.8 %
Wit% C 409



Annealing

Recrystallization Annealing

d The Heat belowA; — Sufficient time— Recrystallization

T

Cold worked grains> New stress free grains

[ Used in between processing steps (e.g. Sheet Rolling)

910°C

Full Annealing

723°C -
Spheroidization A,

Recrystallization Annealing
Stress Relief Annealing

0.8 %
Wt% C 410



Annealing

Stress Relief Annealing

Residual stresses Heat belowA,

Differential cooling Annihilation of dislocations,
polygonization

Martensite formatio

910°C

— Machining and cold working

(L4

Full Annealing

—) Weldlng 723°C

Spheroidization A
Recrystallization Annealing
Stress Relief Annealing

0.8 %
Wi% C
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Annealing

Spheroidization Annealing

Heat below/abovaé , (Prolonged holding*)
Cementite plates> Cementite spheroids 1 Ductility

Used in high carbon steel requiring extensive machining prior to final hardening
tempering

Driving force is the reduction in interfacial energy

and

The spheroidized structure is desirable when minimum hardness, maximumtyuamt{in
high-carbon steels) maximum machinability is important.

Low-carbon steels are seldom spheroidized for machining, because in the sydeel
condition they are excessively soft and “gummy”.

Medium-carbon steels are sometimes spheroidization annealed to obtaimuma

oidi

ductility.

*If the steel is kept too long at the spheroidized-annealing temperdtereetentite
particles will coalesce and become elongated thus reducing machinability
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Annealing

Diffusion Annealing

d

d

This process also known as homogenizing annealing, is employed to remove anyratr

non-uniformity.

Dendrites, columnar grains and chemical inhomogeneities are generallywedsarthe
case of ingots, heavy plain carbon steel casting, and high alloy stetehgs. These defec
promote brittleness and reduce ductility and toughness of steel.

In diffusion annealing treatment, steel is heated sufficiently above theerupritical
temperatur (say 100(-120(°C), anc is helc at this temperatur for prolonge( periods
usually 10-20 hours, followed by slow cooling.

Segregated zones are eliminated and a chemically homogeneous coarsetaeghiis
obtained by this treatment as a result of diffusion.

The coarse grained structure can be refined either by plastic working fotsiray by
employing a second heat treatment for castings.

Hypoeutectoid and eutectoid steel castings are given full annealingngefg wherea;

uct

U/

hypereutectoid steel castings are either normalized or partially amifealéis purpose.
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Annealing

Partial Annealing

a

a

a

Partial annealing is also referred to as intercritical annealingaomplete annealing. In th
process, steel is heated between thaid the A or A, It is followed by slow cooling.

Generally, hypereutectoid steels are subjected to this treatrRestltant microstructure
consists of fine pearlite and cementite. The reason for this is that granement takes

place at a temperature of about 10 t6G@bove Ag for hypereutectoid steels.
As low temperature are involved in this process, so it is cost effectiveftilzannealing

Process Annealing

O In this treatment steel is heated to a temperature below the loweatte@mperature, and

held at this temperature for sufficient time and then cooled. Since it is ariscéic
annealing, cooling rate is of little importance

The purpose of this treatment is to reduce hardness and to increase ductibtg-efarked
steel so that further working may be carried out easily. It is an Intdigibe operation and i
sometimes referred to as in process annealing. The process is lesssiegpéhan

S

Recrystallization annealing.
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Annealing

1200
Diffusion
annealing

Full annealing

-t
T
LI

&)

(o]

o

3

S 800

a Partial
£ } annealing
ui]

-

e 3 \\\\\\\\\X-‘-— Process
Recrystallization annealing
annealing

— ' ! .
Fe 0.4 0.8 1.2 1.6

Carbon, wt %

Temperature ranges for various types of annealing processes  “»



Normalizing

910°C

Refine grain structure prior to hardening

ey, B
MNeyy .
/ Full Annealing
723°C —
Purposes To harden the steel slightly Spheroidization A
\ Recrystalllization Annealing
Stress Relief Annealing

To reduce segregation in casting or forgings T

y

O In hypc-eutectoirsteel: normalizing is done 5C°C above the annealinitemperatur

4 In hyper-eutectoid steels normalizing done above, A» due to faster cooling

cementite does not form a continuous film along GB

Annealed Vs Normalized

Annealed Normalized

Less hardness, tensile strength and toughness Slightly havdness, tensile strength and toughné

pSS

Pearlite is coarse and usually gets resolved Bgarlite is fine and usually appears unresolved \

the optical microscope optical microscope

vith

Grain size distribution is more uniform Grain size disttibn is slightly less uniform

Internal stresses are least Internal stresses are sligbtly
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Hardening

Heat abové\, | A_,,— Austenization— Quench (higher than critical cooling ratg)

O Certain applications demand high tensile strength and hardness valuesatsahé
components may be successfully used for heavy duty purposes. High tensilenstiedgt
hardness values can be obtained by a processes knddardsning

L hardening process consists of four steps. The first step involves heatinggéhéosdbove
Astemperature for hypoeutectoid steels and aboywperature for hypereutectoid stegls
by 5¢°C.

L The second step involves holding the steel components for sufficient soakingfdmme
homogeneol austenizatio.

L The third step involves cooling of hot steel components at a rate just exceediggttbal
cooling rate of the steel to room temperature or below room temperature.

 The final step involves the tempering of the martensite to achieve theeddsardness.
Detailed explanation about tempering is given in the subsequent sections hattening
process, the austenite transforms to martensite. This martensitguse improves th
hardness.

1%

U In the hardening process, which involves quenching and tempering. During quenching outer
surface is cooled quicker than the center. In other words the transfomudtthe austenitg
Is proceeding at different rates. Hence there is a limit to the over&ldfizhe part in thig
hardening process. 417
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Hardening

A few salient features in hardening of steel

O Proper quenching medium should be used such that the component gets cooled at a|rate just
exceeding the critical cooling rate of that steel.

L Alloy steels have less critical cooling rate and hence some of the atkmisscan be
hardened by simple air cooling.

\]"4

O High carbon steels have slightly more critical cooling rate and has to beretdsy olil
guenching.

O Mediunr carbor steel: have still highel critical coolinc rate: anc hence watel or brine
guenching is necessary.

e S m m e e e m e e e e

\ Surfac - _
*/ET/ T'empered to Desired

\ Hardness

f ——

ll"\.

'Tempered

Martensite

TEMPERATURE

M,

| '-I*'""'A_;f Trans furmatiu[l/
.'*H_hh__w__‘ fl \"\\

TIME

?&li-
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Hardening

Factors affecting Hardening Processes

— Chemical composition of steel

Size and shape of the steel part

Hardening cycle (heating/cooling rate, temp, soak time

Homogeneity and grain size of austenite

- Quenching media

> Surface condition of steel part

Hardening Methods

Conventional or direct quenching

Quenching in stages in sequence in different media

Spray Quenching

Quenching with self tempering

Austempering or Isothermal Quenching

> Martempering
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Retained Austenite

L Austenite that is present in in the ferrous alloys even after the coimplef the heal
treatment process is referred to as retained austenite. In swgptes, retained austenite
the untransformed austenite.

S

d Austenite transforms to martensite betweep &hd M temperatures as it is essentially fan
athermal transformation. However, this transformation never goes tpleton, i.e., 100%
martensite (Mtemperature line is illustrated as dotted line in TTT diagrams).

A This is because at M a small amount of (~1%) of austenite is present in highly stressed
state along with ~99% martensite, and can not transform to martensiteseasafavourable
stres conditions.

d Both M, and M temperatures decrease with increase in carbon content. Therefore ahpunt
retained austenite in hardened steels increase with increase in caritent.

4 All alloying elements, except Al and Co, lower the, mperature and hence enhance|the
amount of retained austenite. Therefore, both high carbon steels and loglstadéls are
more prone to the presence of retained austenite.

1 =4

L The substructure of retained austenite differs from that of the originalratestes it has as p
higher density of imperfections like dislocations, stacking faults, elechvare created by
local plastic deformation of the austenite by martensite crystals.

[ Tool steels may have retained- austenite in the range of 5-35%. At the surface oichedie
steel, that restrains are minimum. R.Ais less at surface than a#riter part. 420




Retained Austenite

Advantages

L Ductility of austenite can help to relieve some internal stresses ajg¥@ldue to hardening
to reduce danger of distortion and cracks. 10% retained austenite along wigmaia is
desirable.

|\

L The presence of 30-40% retained austenite makes straightening operatione [of th
components possible after hardening. Straightening increases the hardness slightly.

 Non-distorting steels owe their existence to retained austenite. Hhenggk austenite is
retained to balance the transformational contracting during heating, eofotmation of
austenit from ferrite carbide aggregat on the one hand anc the expansio correspondin
to the formation of martensite during cooling, on the other, Here, thes lodigsiimensiona
stability of non-distorting steels is the presence of retained austenite.

disadvantages

L The soft austenite if present, in large amounts, decreases the hardness ofchateelse

 As retained austenite may transform to lower bainite, or to marteribieee takes place
increase in dimensions of the part. Not only it creates problems in precisimegaor dies
the neighboring parts may be put under stress by it. In the component itsetgedrmay be
created to cause distortion or cracking.

 Retained austenite decreases the magnetic properties of the steel. 421




Sub-Zero treatment

a

a

a

The retained austenite is generally undesirable, sub-zero treatnmmme f the method {g
eliminate retained austenite.

As the room temperature lies between &hd M temperatures of steel, quenching to ro
temperature results in retained austenite.

Subzero treatment consists in cooling the hardened steel to a tearpdoatow OC. The
temperature of the sub zero treatment depends on the position démiperature of the
steel.

A steel can be cooled much below the dMmperature, but it, evidently achieves nothi
becaus it canno bring abou any additiona increas of hardnes: or any additiona increas
of martensite, because the Martensitic transformation ends &niperature.

Sub-zero treatment is more effective, if it is carried out immediagdter quenching
operation. Any lapse of time between hardening and the cold treatmentsc#ues
stabilization of austenite, makes the retained austenite resistamtherftransformation.

Most steels can be cooled by subzero treatment in a low cooling unit withobrilee
mediums as given in table (next page) .

The low-cooling unit consists of two vessels, the interior one of copper, where ttseqp;
tools to be deep frozen, are placed and the exterior one of steel provided gotidaheal
insulation.

D

DM

1%

g,

e
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Sub-Zero treatment

Table : Subzero Coolants with

Temperature of Application Nk
Coolant Minimum .
temperature °C
Dry ice (solid Cg) |
+ Acetone ’ 78 =g} - THENEERRE T [ |:__ Thermcccuple
Ice + Salt (NaCl) -23 Stirrer T o——— == =0-r 2t
Ice + Salt (Cagb -95 e D:\V@ng;awT : = :
Liquid air -18¢ o .DUD;IDE]DDD
. . . - m_!ﬂ_ﬂ_i__\-_'ﬁ
Liquid Nitrogen -196 R <+ T
Liquid Pentane -129 Solelnoid
valve
Freon -111 _ 1T
o Temperature contraller
Figure : Liquid cooled (liquid N) system.

Components are immersed in a bath of
alcohol, or trichloro ethylene, which is cooled
by a submerged liquid nitrogen spray (-260

), cooling rates can be controlled.
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Sub-Zero treatment

The space in between the vessels is filled with one of the chosen mediuasystem
(figure in previous page) which is inexpensive and can be used.

Usually the temperature range used is in range ofC30 -150C, and total time of cooling
and holding at that temperature (Maries from ¥z - 1 hour. The hardness increased by
HRc.

As the amount of martensite increases by sub-zero treatment, it $esrbardness, abrasi
resistance, fatigue resistance and eliminates the danger of developing griratiksg. c

As the newly formed martensite may add further to unfavorable stréssasise distortiol
anc cracks the complicatec or intricate shape componeni may be first tempere at 15C-
160°C immediately after first quenching and then given the sub-zero treatment.

Sl

2-4

olpl

—

Sub-zero treatment has been most extensively used for...!

a

O U

Alloyed tool steels — like high speed steel, which now shall need only sistgige
tempering.

Tools and components which need exact dimensions — gauges

Carburized steels, especially alloy steels (having elementsNikia it) to increase their

hardness and wear resistance

Steels having 0.8 to 1.1%C as hardness increases by 1-3 HRc
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Tempering

Relieve Internal  Restore ductility To improve To improve magnetic
stresses and toughness dimensional stability properties

Structure in as Quenched state

Highly supersaturated martensite
Retained austenite

Undissolved carbides

Rods, or plates of carbide particles produced during ‘auto-tempering

Segregation of carbon
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Tempering

L The hardened steel is not readily suitable for engineering applications. It gsesse
following three drawbacks.

v" Martensite obtained after hardening is extremely brittle and willlteis failure of
engineering components by cracking.

v Formation of martensite from austenite by quenching produces high intéresdes ir
the hardened steel.

Internal stresses

v’ Structures obtained after hardening /
consists of martensite and retained [
austenite. Both these phases @re |2mdpes
metastable and will change to stable .
phases with time which subsequently
results in change in dimensions and

—_—

I

I

I

!

I

I

\ |

properties of the steel in service. g . :

. . g"’ i 1

L Tempering helps in reduce these problems.s | Toughness |

. . . : T 1

Tempering is the process of heating the 3 | |

. 1

hardened steel to a temperature maximum oo .

- ey s ey e B e '-' e

up to lower critical temperature 4 : 1

soaklng at this temperature, and then 510 500
cooling, normally very slowly. Tempering temperature ——p

426
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Tempering of plain carbon steels

First stage of Tempering

L First Stage of tempering temperature extends from room temperature to 200&C.
tempering reactions in steels, containing carbon less than 0.2%, dffezvghat from the
steels containing more than 0.2% carbon.

AL 4

O In the former, if carbon atoms have not yet segregated (during quenching) to dmiscat
these diffuse and segregate around the dislocations and lath boundariedirist tftage of
tempering. Nc-carbide forms as all the carbon gets locked up to the dislocations (defects).

L Martensite in steels with more than 0.2% carbon is highly unstable bea#usaper
saturatior anc interstitia diffusion of carbor in BCT martensit car occu. Thus in the first
stage of tempering, the decomposition of martensite into low-tetragonakstensite
(containing ~0.2%C, c/a ~ 1.014) andcarbide, Fg¢,C occurs. There are reports o
precipitation of eta-carbidei-e,C and Haggs carbide, F&C.

=

™

L e-carbide is a separate phase and is not a preliminary step in the formatemeftite, bu
it nucleates and grows more rapidly than cementite. It has HCP struciilre w 4.33A°, a
= 2.73A°, c/a =1.58A° and forms as small (0.015-0.08) platelets, or needles observed
under electron microscope.

L The structure at this stage referred to as tempered martensite, wltichble phase mixture
of low tetragonal martensite amrecarbide.

U In this stage volumg because specific volume of martengjtdue to rejecting of C atoms.




Tempering of plain carbon steels

Second stage of Tempering

L Second Stage of tempering temperature lies between 200-300°C. The amouairadiet
austenite in the as-quenched steel depends mainly on the composition ofefharstethe

temperature to which steel is quenched.

O In the second stage of tempering retained austenite transforms to baingtie (the carbidé
in bainite ise-carbide). The matrix in lower bainite is cubic ferrite (c/a = 1), whesam

tempered martensite, the low tetragonal martensite has c/a ~ 1.014

L When retained austenite changes to lower bainite, their takes place moreadume.

\V

Third stage of Tempering

O Third Stage of tempering temperature lies between 200-350°C. In this stagepdriag,

g-carbide dissolves in matrix, and low tetragonal martensite lossesntgpletely its carbon

and thus, the tetragonality to become ferrite .

[ Cementite forms as rods at interfacescsedarbide and matrix, twin boundaries, interlz
boundaries, or original austenite grain boundaries.

O During this stage, volume decreases just as in stage one, due to completef
tetragonality. In a 1% carbon steel , the total decrease in length inrgte@nd third stage

in around 0.25%
428
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Tempering of plain carbon steels

Fourth stage of Tempering

Q
Q

Fourth Stage of tempering temperature lies between 350-700°C.

Growth and spheroidisation of cementite, as well as recovery and Raltinatton of ferrite
occur. Though the growth of cementite starts above 300°C, its spheroidisatiornasiawts
400°C to 700°C.

Spheroidisation takes place due to reduction in interfacial energy oftef@@imentite
interfaces. As quenched martensite has high concentration of ladfeets. Though thei
annealing out starts in the third stage of tempering, but the cementite paeespietard thg
recoven processe.

Substantial recovery processes starts occurring only above 400°C. origh@ablaundaries

are stable up to 600°C, but above this, these are replaced by equiaxed-geaiie

boundaries — the process, which is best described as ‘Recrystallization’.

In the end, the optical microstructure consists of equiaxed ferrite grairts eaarse
Spheroidal particles of cementite, and then the structure is called gltope&lite, or
spheroidized cementite.

The structure perhaps is the most stable of all ferrite- cementite aggsegmd is the
softest with highest ductility with best machinability.

-

117
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Tempering of alloy steels

Q
Q

The presence of alloying elements, steels can change their nature and psaferatvely.

Most common elements (except cobalt) shift the CCT curve to longer timeshy
essentially result in the increase of hardenability of the steels, sb pbarlitic
transformation can be avoided easily to obtain Martensitic structues) at a slower trat
of cooling and in thicker parts.

Alloying elements also lower Mand M temperatures, increasing further the amoun
retained austenite. The decomposition of retained austenite on tempplayg quite g
significant role on the properties of tempered steels, specially havgigdarbon and higl
alloying element.

Some elements, that are not found in carbides, but are present as soliohsildérrite, are
Al, Cu, Si, P, Ni, and Zr. Some elements arranged in order of inargasndency to forn
carbides are Mn, Cr, W, Mo, V and Ti. These carbide forming elements retenst
effectively the rate of softening during tempering of the steel.

The first stage of tempering does not appear to be effected by the presaheecatibying
elements. However, most of the alloying elements in steels tends waseithe hardnes
after tempering than a plain carbon steel with the same carbon content.

At smaller concentration, they merely retard the tempering prosdssece the softenin
particularly at higher temperature (> 500°C), where these elements have dlosd/dy to

take part in tempering reactions. 131
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Tempering of alloy steels

L When alloy carbides are formed, the drop in hardness during tempering is gaetarded

O Thus, 0.5% chromium , or less than 0.5% Mo resists softening but secondary hardse

but is significantly increased. The steel is then said to secondary hardening.

Hardness, VPN

ning i
produced by either 12% chromium, or 2 % Mo.. Stronger the carbide, the more potest is t
secondary hardening.
Suo HRc VPN =
60 697 Ed//l
. \\\
b
N
400 50 513 -
3.07% Mo
2.05% Mo %
1.50% Mo WO, LSRR
300 |- T
0.90% Mo
0.47% Mo a0l 600, |-
200 -
20 238 |- 0.35% Carbon
1 | 1 ] I
400 500 600 700
Tempering temperature (1 hr at each temperature) s L : , 1 , ;

200 300 400 500 600 700

As quenched Tempering temperature, °C

Effect of increasing Mo on tempering of as _ _ o o _
quenched 0.1%C steel Effect of increasing chromium in 0.35%C steel @Rpering



Tempering of alloy steels

O Element, such as, silicon dissolveseshzarbide to stabilize it. Steels with 1-2% silicon hgve
e-carbide present even after tempering at 400°C, which means that the itornut
cementite is delayed considerably, and thus, resisting the softeningrv@se, the effect o
silicon is essentially due to solid solution strengthening.

—h

L Nickel has a small, but constant effect on tempered hardness at allregomes due to solid
solution strengthening as it is not a carbide former.

J Manganese has little effect on softening at low tempering temperaturesatbhigh
temperatures, has a strong effect on due to its faster diffusion then, andittin@sists
cementiticoarsenin as it is preser in cementitas (Fe Mn),C.

L Martensite in plain carbon steels losses its tetragonality by 300°C, buetitagjonality is
seen at 450°C, or even at 500°C if the steels have elements like Cr, W, Mbaihd Si.

L The basic cause of steep softening in carbon steels on tempering above 400h€] is t
coagulation of the cementite particles. Alloying elements notably Si,Mgr, V, when
present in steels, retard the coalescence and the coarsening of cempariidies., resulting
iIn enhanced hardening over and above the solid solution hardening effect.

O Elements like Cr, Si, Mo, or W delay coarsening to temperature range of 500-5501C
tempering temperature 500°C, the carbides formed are of iron with propdratoging
elements in it, but above 500°C, alloying elements can form their ownd=s@and thus,
coarse cementite particles are replaced by fine dispersion of more alaylearbides.




Tempering of alloy steels

An Fe-10 Ni alloy shows constant
hardness on tempering up to 450°C an
then, there takes place some decreage
strength (curve I).

Addition of 0.12% carbon increases the
as guenched strength to almost doubl
and slow decrease of hardness occurs ¢
tempering to fall to 0.7 GPa at 500°C.

A 8% cobal addition which doesn’
enter the carbide, delays the softening t
have strength of 0.8 GPa at 500°C .

Addition of 2% Cr almost continuousl
but slowly 1 hardness to start falling at
above ~450°C to become 1.1 GPa
500°C by fine dispersion of Cr carbide}

AA

Addition of Mo causes secondary

hardening, as it is very strong carbige _
forming element, to attain a hardness| ¢ Efféct of C, Co, Cr, and Mo on tempering of

1.3 Gpa at 500°C

Yield strength (0.2% offset), GPa

1.4
1.3
1.2

11

1.0
0.9
0.8
07
06

05

-

Fe-10 Ni-8 Co-2 Cr
= 41 Mo-0.12C

Fe-10 Ni-0.12 C

Vv

]

1% Mo

" ) I
Fe-10 Ni-8 Co-2
Cr-0.12C
Ul

2% Cr)

8% Co
Fe-10 Ni-8

A

As quenched

@ Co-0.12 C

R 0.12% C

= Fe-10Ni = | "l’\

LA 1 1 i\ : 1 1
200 300 400 500 600 700

Tempering temperature (1 hr time)

Fe-10Ni steels
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Tempering of alloy steels: Secondary Hardening

In alloy steels, having larger amounts of strong carbide forming eleméwmasMo, Ti, V,
Nb, W, Cr etc., and carbon , a peculiar phenomena occurs, the hardness ofjtienakec
martensite (called primary hardness) on tempering, decreaseslyniialthe tempering
temperatures is raised, but starts increasing again to often becaher lthan the a
guenched hardness, with much improved toughness, when tempered in the range o
600°C. This increase in hardness is cabedondary hardness (also called red hardness]

This is great importance in high speed steels, as these are able to eom@miining, a
high speeds (as these are able to resist fall in hardness and thus, the jmaiagy ) ever
when they become red hot.

Secondary hardening is a process, similar to age hardening, in which coansatite
particles are replace by a new and much finer alloy carbide dispes§iggC,, Mo,C, W,C
(which normally form on dislocations). As in aging a critical dispersianses a peak in th
hardness and strength of the alloy, and as over aging takes place, i.edecdidpersior,
slowly coarsens, the hardness decreases.

Secondary hardening is best shown in steels containing Mo, V, W, Ti anda(3o steels a
high chromium concentrations.

The amount of secondary hardening in an alloy steel is directly proportiotlétaolume
fraction of the alloy carbides, and thus is directly proportional to the coratgam of strong
carbide forming elements present in steels. The alloy carbides mudspipaee as fine
dispersion in ferrite matrix rather than massive carbide particles. 435
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€3 Time and Temperature relationship in Tempering

For a given steel, a heat treater might like to choose some convenient tegipete, say
over night, otherwise different than 1 hour, and thus, wants to calculate thet
temperature required to achieve the constant hardness.

Hollomon and Jaffe’s “tempering parameter’” may be used for this purpose eélat#s the

hardness, tempering temperature and tempering time. For a thermaligtadtprocess, the

usual rate equation is : Rate= 1+ = Ag@/RT
t

Where, t is the time of tempering to develop a given hardness, and Q is therighpi

activatior energy . ‘Q’ is not constar in the comple> temperin¢ processe but varies with
hardness. Thus, hardness was assumed to be a function of time and temperature:
H = f[te Y]

Interestingly, [te™¥ "] isa constant, and let it eEquating activation energies of eq (
and (2) gives, Q=T[Int-Int,]= f(H)

As t, constant then
H = f[T(C+Int)]

exa

1)

Where, C is a constant, whose value depends on the composition of austenite. The single

parameter which expresses two variables time and the temperatufe(Cet In t) is called
the Hollomon and Jaffe tempering parameter. (hardness in vickers is fimefera 4:¢




&8 Temperature and colours for Heating and Tempering of

Steel

< TEMPER COLOURS— <—— HEAT COLOURS ———

els

Colours of Hot Solid metal 1C Process of Heat treatment
White 1500
Yellow white 1300 High speed steel hardening (123008)
Yellow 1100
Orange Red 1000 Alloy steel hardening (800-1100°C)
Light-Cherry-Red 900
Cherry-red 800 Carbon steel hardening
Dark-red 700
Vary dark-red 500 High speed steel tempering (500-6D0
Black red in dull light, or darkne 40C
Steel gray 300 Carbon steel tempering (150-575°C
Colour of Oxide film C Parts Heat treated
Steel Gray 327 Cannot be used for cutting tools
Pale-light blue 310 For springs
Purple 282 Spring and screw drivers
Brown 270 Axes, wood cutting tools
Gold 258 Shear blades, hammer faces, cold chig
Dark-straw-light-brown 240 Punches and Dies
Light-Straw-Yellow 220 Steel cutting tools, files,gEa cutters
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Embrittlement during Tempering

O Normally, as the tempering progresses, the hardness and the strengthsdscrbut the
ductility and impact strength increase. But in certain steelsetlsean unexpected decrease
of the impact strength in certain ranges of temperatures. This inditadeshere are twq
main types of embrittlement during tempering.

» Tempered Martensite Embrittlement (TME)
» Temper Embrittlement

G

 Both these embrittlement raise the impact transition temperature) (KBT higher
temperature. Figure (below) indicates the increasenpact transition temperaturé\(ITT)
dueto TE in SAE 314( stee.

120 | /__——/

unembrittled

E Temper-embrittlement in SAE 3140
steel shifts the impact transition
temperature to higher temperature .
A(TTT) indicates the amount of
Increase.

d, ft.-1g —>
|
N
\

% _
00
(=]
l \‘

embrittled

(=)
(=)

Impact energy abso
NG S

2 e
-200 -1 t:»O -120 -80 -40 0 40 80
Testing temperature, °C ———
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Embrittlement during Tempering

a

a

Normally, the degree of both type of embrittlement is expressed in termzlafive
displacements of ITT i.e., bX (ITT) illustrated in figure (in previous slide).

In both the transgranular fracture mode is replaced by an intergranular @9 below the
transition temperature, i.e., these show bright inter crystalline Uractalong origina

austenite grain boundaries.
Inspite of these similar effects, the two types of embrittlement aces®parate phenomerja,
which occur in two different temperature ranges. Moreover, TME is a mustierf@roces:
usually occurring in one hour, where as TE takes many hours.

Tempe embrittlemer is of musl greate conceri from practica point of view, as the rotors
and shafts of power generating equipment even after tempering above 600°C, develop it

when thick section cool very slowly through the range (450-600°C)

JJ

—

Schematic illustration of effect of
tempering temperature on impact
strength in steels prone to
embrittlement during tempering.

Impact strength

L I 1 i

1
260 370 450 600
Temparing Temperature °C 439




Tempered Martensite embrittlement

O As TME develops after tempering in range 260°C to 370°C, it is called as “35

embrittlement, or 500°F embrittlement. It is called ‘one-step embmitiet’ as during
heating only in this range, TME develops. It is also called ‘irreversibldrdtrement

because a steel embrittled by tempering in this range , if heated fudhsbave 400°C

(above the critical range), becomes tougher, and the tempered martanbitétiement
does not occur again if cooled down to or tempered in the range of 260°C to 370°C ag

All steels, including the plain carbon steels are prone to irreversiflerittiement to som
extent, and that is why tempering range of 260°C- 370°C is avoided in al§steeugh it
Is a malady of low alloy steels.

The embrittlement is associated with the change in the structure laitfleagrom epsilon «)
to cementite in the form of a film at the grain boundaries.

On tempering at higher temperatures, this film disappears and can not besdesbtn
repeated heating in 260°C-370°C temperature range.

Although, tempered martensite embrittlement is concurrent with the pt@ioon of
cementite, but such precipitation is not in itself the cause of loss of impaghness, as th
embrittlement is does not occur if P, Sb, Sn, As, or N are not present in steel.

Addition of sufficient silicon to the steel inhibits the formation of ceri in the critical
range, as silicon dissolved in epsilon carbide, increases its sgahitid thus embrittlemer,

does not occur i

0°C”

ain.
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Temper embrittlement

L The sickness of alloy steels occurs when they are tempered in the rangetéSa0CC. it
is also called reversible embrittlement (as well as two step dtidmnent), because |t
occurs, when steels are tempered in this range, but gets removed, when toehigd
temperatures, but occurs again on slow continuous cooling through this range frongthiat hi
temperature (>600°C). The degree of embrittlement depends on the rate ioigcoothe
range 600-450°C.

O The phenomena of temper embrittlement results in loss of toughness as measured by
notched impact test (without affecting very much the hardness, Y.S, UdBSgaion ang
fatigue properties), and a rise In ductile to brittle transition tempegabccurs, with ar
intergranula (IG) fracture below the transitior temperatur alonc the original austeniti
grain boundaries.

—

 Carbon steels in general, but with less than 0.5% Mn, do not show temper esnbeitt.
Alloy steels of high purity do not show it. It is caused primarily by Sb anaé secondarily
by Sn or As (even in amounts as low as 0.01%) in presence of elements like Ni,niVii,|C
In steels. The highest effect is in Ni-Cr and Mn-Cr steels. Presehelements like Mo, Tij
Zr delay, or remove embrittlement.

L The characteristic features of temper embrittlement are best explaynid@ concept of co
segregation. The impurity solutes are the surface active elements jn.e@grthese reduce
the grain boundary energy, and thus reduce the cohesion. Elements like Sbh, $),As,
Interact with certain elements like Ni and Mn in steels. 441




Temper embrittlement

L These interactions leads to co-segregation of alloying elements anchplgity elements
such as between Ni-Sb, Ni-P-Ni-Sn and Mn-Sb. The reason of co-segregati@stronge
interaction between them than, between either of these and iron.

7

)

e

O If the interaction is very strong then, co-segregation does not occur, lwalvarsgying effec
IS got, as happens between Mo-P, Ti-P, which is the cause of elimination oftéentrent
by 0.5% Mo in such steels. If larger amount of Mo, Ti, Zr are present , thesetelements
slowly react with carbon to form stable carbides releasing the impatays to segregate |
the boundaries.

o

 Additional segregatio may take place wher two alloying element are preser
simultaneously, such as Ni and Cr. At high temperatures (>600°C), therbmations make
the equilibrium segregation low enough not to cause embrittlement.,, and at |lower
temperature (<450°C), the diffusion of the elements is too low to cause enough co-
segregation with in the normal tempering time.

O The following methods are normally recommended to minimize the effect ofpéem
embrittlement

v" Keep the impurities such as Sb, P, Sn, As as low as possible
v" Alloy the steel with Mo (0.5-0.75%)

v" Quench from tempering at higher temperatures
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Heat Treatment Defects

—

J Heat treatment of steels or aluminum can lead to several defda¢spiincipal types o
defects found in quenching of steels are internal and external cracks wotlke distortion
and warping.

—

L CRACK : When the internal tensile stresses exceed the resistance of ¢éhéosteparatior
the crack occurs. The insertion of the tools in the furnace without preheatingmpering
IS one of the main causes of crack propagation. The crack formation is reduced by
preheating the tool between 2o 300C.

L DISTORTION : Distortion occurs due to uneven heating, too fast cooling, part incorrgectly
supported in furnace, incorrect dipping in quenching and stresses presentfrefwgating
Distortior car be prevente by preheatin the tool or checl furnace¢ capacity reduct the
hardening temperature, and by reviewing the method of dipping.

O WARPING : Asymmetrical distortion of the work is often called warping in tgaating
practice. Warping is usually observed upon non-uniform heating or over heating for
hardening. It also occurs when the work is quenched in the wrong position and when the
cooling rate is too high in the temperature range of the martensite trarsformAn
elimination of these causes should subsequently reduce warping.

——

[ The properties required in the heat treated part are obtained withoutrtsdpang distortec
beyond the acceptable limits.

L The ideal design for a heat treatable part is the shape that when heated|éal) coould
have the same temperature at every point with in the part. 443
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Introduction

Plastic deformation in the temperature range {@03%) T, — COLD WORK

[ Point defects and dislocations have strain energy assodomth them

(1 -10) % of the energy expended in plastic deformation isestan the form of
strain energy (in these defects) The material becomes battery of energy..!

 The cold worked material is in a micro structurally metaktadbate.

L Depending on the severity of the cold work the dislocationsity can increase 4-6
orders of magnitude more. The material becomes strongeedsiductile.

O The cold workec materia is stronge (harder) but is brittle.

d Heating the material (typically below 0.5Jis and holding for sufficient time is a
heat treatment process called annealing.

L Depending on the temperature of annealing processes likevieey at lower
temperatures) or Recrystallization (at higher tempeeafumay take place. Durirg
these processes the material tends to go from a micro stallgtmetastable state
to a lower energy state (towards a stable state).

 Further ‘annealing’ of the recrystallized material cardi¢agrain growth.

Annealedmaterial Strongermaterial

I
Iodislocaticn - (106 _109) Iodislocatim - (1012 _1014)
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Introduction

7{ T point defect densit'yér
Material tends to lose
the stored strain energy

31 1 dislocation density

Increase in strength

_ Softening of the material
of the material

U During cold work the point defect density (vacancies, self interstitigl and dislocatior
density increase. Typical cold working techniques are rolling, forging, extruston e

—

U Cold working is typically done on ductile metals (e.g. Al, Cu, Ni)

Low temperature

Recovery

Cold workJfAnneal

y

: » Recrystallization
High temperature y 446




Overview of processes taking place during annealing

Cold work Recovery Dnvmg force_ is free energy stored in point defects
and dislocations

\

Driving force is free energy stored in dislocation SRecrystaIIizatior

\

Driving force is free energy stored in grain boundariesGrain growth

J

T Electrical resistance | | Dljctility

T Strength | 1 Hardness

Changes occur to almost pliysicalandmechanicaproperties .



Recovery

J Recovery takes place at low temperatures of annealing
O “Apparently no change in microstructure”

(d Excess point defects created during Cold work are absorbed:
» at surface or grain boundaries
» by dislocation climb

J Random dislocations of opposite sign come together and annihilate each other

 Dislocations of same sign arrange into low energy configurations:
» Edge— Tilt boundaries
» Screw— Twist boundaries
= POLYGONIZATION

 Overall reduction in dislocation density is small

[ At the early stage of annealing of cold formed metals, externaihtakeenergy permits the
dislocations to move and form the boundaries of a polygonized subgrain structuretvehile t
dislocation density stays almost unchanged. This process also removesith&al stressgs
formed due to cold working significant. The recovering of physical and mecHanica
properties varies with the temperature and time.
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POLYGONIZATION

+ Bent crystal

POLYGONIZATION
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Recrystallization

d TrecrystallizationD (0-3 o 0-5) ];1
O “Nucleation” and growth of new, strain free crystal

[ Nucleation of new grains in the usual sense mayadgtresent and grain boundary
migrates into a region of higher dislocation dgnsit

1 AG (recrystallization) = G (deformed material) — Ghdeformed material)

1 TrecrystallizationS the temperature at whiéld %of the material recrystallizes In
hour

Region of lower

Region of higher __ dislocation density

dislocation density

Direction of grain
boundary migration
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Recrystallization

1 Deformationt = recrystallization temperature (I ajizatiod |
 Initial grain size| = recrystallization temperatute
A High cold work + low initial grain size> finer recrystallized grains

1 cold work temperature> lower strain energy stored
= 1 recrystallization temperature

J Rate of recrystallization = exponential function@mperature
aT = strong function of the purity of the material

recrystallization™

Trecrystallization(yery pure materials) ~ O'?%nT
Trecrystallization(lmpure) - (0-5 - 0-6) r-rl-

> TrecrystalIization(gg-999cy0 _pure Al) ~ &
Trecrystallization(commerClaI purlty) ~ 21

O The impurity atoms segregate to the grain boundary anddrekesir motion—
Solute dragcan be used to retain strength of materials at high temrest

1 Second phase particles also pin down the graindsyrduring its migration

|
o>



Often the range is further subdivided into Hot, Cold and Warm working thg ifigure

d Hot Work = Plastic deformation abovegJ, ystaiiization

1 Cold Work=> Plastic deformation belowgLystajiization

-09T
_08 _[m O When a metal is hot worked. The conditions of deformation
om sucl that the sampl¢ is soft anc ductile. The effects of strair
-0.7T, hardening are negated by dynamic and static procesdaesh keep
the sample ductile)
-0.6 T,

Hot Wor»

are

05T d The lower limit of temperature for hot working is taken as 0,6
-05T,

= 0.4 T ey ReCrystallization temperature (~ 0.4)T
-0.3T,

-0.2T, O The effects of strain hardening is not negated. Reco
_01T mechanisms involve mainly motion of point defects.
' m

O Upper limit »0.3 T,

very
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Grain growth

U The interfaces in a material cost the system energy: the exas®iflergy associated Wilth
the interfaces is the interfacial free energy.

 Grain boundaries are the interfaces between two crystallites whectifferently oriented ir]
space; the excess free energy associated with the grain boundary isathebgundary
energy.

U The grain boundary energy acts as the driving force for the movement of grain bmsndar
Hence, if a recrystallised material is further annealed, then goamsth takes place; bigger
grains grow at the cost of smaller ones. This process is known as grain growth.

[ Since the driving force for grain growth is the interfacial energy, andesthe excess energy
associated with a system due to interfaces is related to the cu\adttive interface, the grain
growth is curvature driven. In Figure we shown the direction of movement of grain
boundaries and their relationship to curvature (in 2D systems).

Curvature driven growth of grains (in 2D) 453



Grain growth

3 Itis the velocity of the interface, thepi[] x4 Whexas the curvaturf 1) . More specificaII\y
r

V:MQ
r

U where M is the mobility, and” is the grain boundary energy. In terms of the diameter (D) of

the grains, dD _4My
d D
U The solution to this equation is given by
D’ =D; +4Mpt

d where §jis the mean size of the grain at time t = 0 and D is the mean diameter ofahms g
in the system.

L Experimentally, it is found that the grain size as a function of time does falowxpressiof
of the type p = kt" ,where Kis a temperature dependent proportionality constamtiand
a numbermuch less than 0.5. The deviation of the exponent from 0.5 is not yet clearly
understood.

—
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Grain growth

J Due to the differences in the driving forces foy
recrystallisation and grain growth, as shown| |
Figure the movement of the interface in these {
cases are different in character; recrystallisat
as long as the growing grain is free of strain &
eats into the strained grain, will proce
irrespective of the curvature of the gra
however, during grain growth, the movement
the interface is dependent on the curvature of
grain.

O During grain growth, the direction of moveme
of the grain boundary is completely decided
curvature. On the other hand, duri
recrystallisation it is decided by the strains in {
grains; the strained one is eaten up by the sfre
free crystal; hence, the growth can sometimes
such that the boundary moves away from |i
centre of curvature.

Sirain free

Grain Growth

Recrystallisation
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Grain growth

 Large grains have lower free energy than small grains. This is associatiedhei

reduction of the amount of grain boundary.

L Therefore, under ideal conditions, the lower energy state for a metal would ®2rages

crystal. This is driving force for grain growth.

 Opposing this force is the rigidity of the lattice. As the temperature ise®athe
rigidity of the lattice decreases and the rate of grain growth is more rapid.

L At any given temperature there is a maximum grain size at which thesefteais are i

equilibriunr
| Heating Time
| Degree of prior deformatioh GNTJ
Grain growth | Time at temperatufe §

| Annealing temperatuie

| Insoluble impuritie$

Temperature—

Effect of temperature on recrystalliz€th grain si



Recovery Recrystallization Graingrowth

| Internal stress . /./ — T
P e : -
N, // ; \\ L . | Ductility
A < i NEAyZ
. | N .
/ \. : ./ \ )
4 \ .y N Tensile strength
: o N :
N/ N .
- : N :

< Cold Work> Recovery Recrystallization ﬁ

Change of properties with increased annealing temperature of a cold
worked sample. Note that there are changes in properties beyond
recrystallisation temperatures too due to grain growth.
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Questions?

1. What is annealing? What are its aims? Discuss the different types of annpadiogsse!
giving the temperature ranges and the aims of each type.

2. Differentiate between:
a) Process annealing and recrystallization annealing
b) Diffusion annealing and spheroidising
c) Normalising and annealing
d) Stress-relieving and tempering

3. With the helg of a suitable diagram show normalizin¢ anc hardenini temperatur range for
plain carbon hypereutectoid steels. What is the criteria for thetsmbeaf these temperatute
ranges?

4. Discuss the merits and demerits of the following hardening processes:
a) Direct quenching
b) Auto-tempering
c) Interrupted quenching

5. Explain why hardening by quenching is followed by tempering treatment? How do
mechanical properties vary with tempering temperature?

\v 2
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Questions?

6. Describe the structural changes that take place during tempering. Isathefeurth stage of
tempering? Which type of steels exhibit hardening and why?

7. What is the meant by temper brittleness? Why does it occur? Are thereamdres for it~
Discuss.

8. With the help of suitable diagram, explain the process of martempering. ldew it differ

from austempering? What do the microstructures of martempered and ausdmsfezls
consists of? What are limitations.

9. Distinguish between tempered martensite embrittlement (TME) angddeembrittlemen
(TE) base: on (i) rate of embrittlemer (ii) reversibility (iii) nc. of step: (iv) types of steel:
(v) mechanism (vi) range of temperature.

10. Consider cold worked aluminium in which the dislocation density is increasaad 10° to
10 per n?. Calcualte the driving force for recrystallisation

11.Most of the materials that we encounter in our daily lives are polycrysellif the grain

boundary energy does increase the free energy of the system, why do theyappedis
leaving behind a single crystal?

12. Describe the following processes

a) Sub zero treatment
b) Patenting

[ g ol
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Questions?

13.What is the role of cold working in the recovery and recrystallization @sees? Is i
important in the grain growth process?

14.What is the role of diffusion in the heat treatments applied to the altogied in this
experiment?

15.Why do grains grow? What is the upper limit for grain size? Lower limit?
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Introduction

L Hardenability is one of the most important properties of a steel because iilbassitre ease
with which a given steel can be guenched to form martensite or the depth wh whi
martensite is formed on a given quench.

O It is an important property fowelding since it is inversely proportional weldability, that
IS, the ease of welding a material.

L The ability of steel to form martensite on quenching is referred to as tiuehability.

 Hardenability is a measure of the capacity of a steel to be hardened in depth |when
guenched from its austenitizing temperature.

O Steel:with high hardenability form martensite ever on slow cooling.

[ High hardenability in a steel means that the steel forms martensite noabsiirface but tc
a large degree throughout the interior.

U For the optimum development of strength, steel must be fully converted to martensite

 To achieve this, the steel must be quenched at a rate sufficiently rapaldid the
decomposition of austenite during cooling to such products as ferrite, pearlitmant.

 Hardenability of a steel should not be confused with the hardness of a steel.
Hardnessz Hardenabilty

A4

L4

The Hardnessof a steel is a measure of|&lardenability refers to its ability to be
sample's resistance to indentation |bardened to a particular depth under| a
scratching, particular set of conditions. 102




Hardness profile in a cylinder from case to core
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Hardenability

O It is a qualitative measure of the rate at which hardness drops off with dstance into
the interior of a specimen as a result of diminished martensite comnt.

L Hardenability is more related to depth of hardening of a steel upon heat treat.
[ The depth of hardening in a plain carbon steel may be 2-3 mm Vs 50 mm in an akkby s
Q

A large diameter rod quenched in a particular medium will obviously cool mor\sthan
a small diameter rod given a similar treatment. Therefore, thdl sothis more likely to
become fully martensitic.

1000 s e—

O The hardenability of a steel is the
maximun diamete of the rod which will
have 50% martensite even in the core ., — — _

— e CoohNg CUrves

when quenched in an ideal quenchants. S5 N
. . . . N
This diameter is known as ;Dor ideal| N \ Ferit
diameter. Al ¥ j P Pl
3
5 M\
4 \
& a0} \,\
( M, \\ \
Relation between cooling curves fo o \
the surface and core of an oil- Mactensite A
guenched 95 mm diameter bar
\§ " OIS RTSR] IRTRAIS | BUNR |

| 10 1! 107 10t 464 1%
Time [3)




Determination of Hardenabillity

 Hardenability of steel is determined by the following methals
v" Grossman’s critical diameter method
v" Jominy end quench test
v Estimation of hardenability from chemical compasiti

v" Fracture test

465




Grossman’s critical diameter method

In Grossman’s method, we use round bars of different diameters.
These bars are quenched in a suitable quenchants.

Further, we determine the critical diameteri@hich is the maximum diameter of the rt
which produced 50% martensite on quenching.

The ideal diameter (Dis then determined from the curve.

This type of experiment requires multiple Austenitisation and quenching tesdsnon
specimens of varying diameter just to quantify the hardenability of a singleiadate

U OO

U O

60 |- i ' '

B2
AN
__"K____"r 17 W\_;?___-__ | TQEE:M =50% M

B
o
T

Hardness, HRC

a2
o
I

Determination of the critical diameter [Paccording to Grossmann 466



Severity of Quenching media

Process Variable HValug | If the increase in rate of heat
Air No agitation 0.02 conduction is greater than the
Oil quench No agitation 0.2 decrease due to persistence of the
. Slight agitation 0.35 vapor film, the net result will be ap
Good aaitation 0E increase in the actual cooling rate.
- - J —— : However if the reverse is true, then the
Vigorous agitation 0.7 1 | result will be decrease in cooling rate.
Water quench No agitation 1.0 _ __
" Vigorous agitation 15 Severity of Qu_ench as indicated by the heat
- transfer equivalerttl
Brine quenct No agitatiot 2.C f
(saturated Salt watey) H=_ [m—l]
" Vigorous agitation 5.0
f — heat transfer factor
ldeal quench 2 K — Thermal conductivity

Note that apart from the nature of the quenching medium, the vigorousness of the sleakersst the
severity of the quench. When a hot solid is put into a liquid medium, gas bubbfafothe surface of
the solid (interface with medium). As gas has a poor conductivity the quenchiegig reduce
Providing agitation (shaking the solid in the liquid) helps in bringing the liquidiiona in direc
contact with the solid; thus improving the heat transfer (and the cooling rEibe).H value/inde
compares the relative ability of various media (gases and liquids) to cool a hibtlsl@lal quench is
conceptual idea with a heat transfer factorof= H = )

o X 7=




Grossman’s critical diameter method

d The relation between ideal critical diameter &nd critical diameter P and severity of
guench (H) can be determined from thermodynamic considerations.

d These relations are shown in Grossman’s master graph. In this figurg te@Ibtted as the
abscissa, and theds plotted as ordinate.

L A number curves are plotted in this graph and each belongs to different rates iofgcdol
every case, the rate of cooling is measured by the H-value or the severity of quench

d From this graph, by knowing the value of.xthe corresponding value for,@an be founc
out. For example, assuming-> linch and H = 5 (for agitated brine quench), the critical
diameter or hardenability works out to 1.2inch with help of figure.

1=4

P H-values 22 2 2
From figure it can be observed that

3.0+ 0.2
£ D, = D for H =
§2ﬂ 1 f
e g D, > D for H <o
Q’ T

1.0F---- : .

0 ZZ | 1 1 1

1.0° 20 3.0 4.0 5.0 6.0
D, values, in

The relation between ideal critical diametgradd critical diameter Pthat can be fully hardened by using a ¢féenching
medium with a aiven cooling power



Jominy End Quench method

O The most commonly used method for determining hardenability is the end quencgh test
developed by Jominy and Boegehold

O Grossmans method requires multiple Austenitisation and quenching treatments on
specimens of varying diameter just to quantify the hardenability of a singleiadate

O An alternative approach is to develop a more convenient standard test meshadnhbe
used for relative comparison of hardenability. The Jominy end-quenchstesta such
approach.

O The Jominy end-quench test is specified in ASTM standard A255 and is a widely
methoc for quantifyin¢ hardenabilit. Its wide use adds to its value since the utility of
empirical relations and data comparison becomes more reliable as more r@gta a
accumulated.

L Moreover, Jominy data have been collected on a large enough scale to offerdeprgle of
statistical certainty for many steels.

d These data have been correlated with measurements and/or calculations of D

d By using these correlations, a single Jominy test can be used to estipated for a
given steel (and austenite grain size).

O Information gained from this test is necessary in selecting the proper natian of alloy
steel and heat treatment to minimize thermal stresses and distevhen manufacturing
components of various sizes.

S
an
{ o]




Jominy End Quench method - Principle

L The hardenability of ateelis measured by a Jominy test with following procedure.

O In conducting this test, a 1 inch round specimen 4 inch long is heated unifornthef
proper austenising temperature. It is then removed from the furnace aretipa a fixture
where a jet of water impinges on the bottom face of the sample.

O After 10 min. on the fixture, the specimen is removed, and to cut along thetlainggl
direction.

O And then Rockwell C scale hardness readings are taken at 1/16 inch,aistém@m the
guenched end. The results are expressed as a curve of hardness values Ve. figstatiee
guenched end. A typical hardenability curve shown below for eutectoid steel.

Jominy Samplg

[S)

] <—flat ground
specime ,
(heated {:)y\‘ 4

phase field) —
24°C water v _

B ]

Jominy Distance (in.) Cooling Rate (°C/s)

0

mg ;}m;lﬂ ;‘0;"“ ;}A ;"" ;1“ ;}‘ .. :

2

2

‘16;'::
16
16

o



Jominy End Quench method - Principle

A number of Jominy end quench samples are first end- quenched for a series oend|ffer
times and then each of them (whole sample) is quenched by complete immersvater
to freeze the already transformed structures.

O Cooling curves are generated putting thermocouple at different locationseandding
temperature against cooling time during end quenching.

L Microstructures at the point where cooling curves are known, are subsequently edamine
and measured by quantitative metallography. Hardness measurement isitdoaach
investigated point.

 Based on metallographic information on investigated point the transfmmatart ang
finish temperature and time are determined. The transformation tetupeand time arg
also determined for specific amount of transformation.

 These are located on cooling curves plotted in a temperature versus g The
locus of transformation start, finish or specific percentage of transtoomgenerate CCT
diagram gee next slide

d A, B, C, D, E, F are six different locations on the Jominy sample showfigare (before
slide) that gives six different cooling rates. The cooling rates A, B, C, DFEare in
increasing order.

L The corresponding cooling curves are shown on the temperature log time plot. At tbé|end
the cooling curve phases are shown at room temperature. Variation in hardnigéss w
distance from Jominy end is also shown in the diagram.

U
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Temperature

Hardness, HRC

A\ .

Jominy sample

FED C B A
Distance from quench end

= =
— — - —
- — — -
— - -

\C \\\
\\ \\\
1/ \\\
M| | P+M FP||P C.P

Log time

t.=Minimum incubation
period at the nose of the
TTT diagram,
t'.=minimum incubation
period at the nose of the
CCT diagrar

M — Martensite

P — Pearlite

F.P — Fine pearlite
C.P — Coarse pearlite
Mg — Martensite start
Mg — Martensite finish
Te — Eutectoid temp.

472



OO0

After plotting the Jominy distance Vs Hardness curve, the Jominy distaagag hardnes
equal to 50 % martensite is determined.

Then the diameter of a rod having cooling rate similar to the cooling rateeagominy
distance having 50 % martensite is determined from the graph correlatingothiayd
distance with the diameter of the rod having similar cooling rate for water dusgc

This diameter gives the hardenability of the steel in water quenching (h&viredue equa
to 1).

Hardenability in any other quenchants can be determined from the same graph.
D, (hardenability in ideal quenching medium) can also be determined in a simalaner.

We can determine hardenability for any other amount of martensite indhe in any
guenchants in a similar way.

S

“C” hardness

Rockwell

70r

61)

SoF !
40k

30F

’/M“"“"”“"ff" Variation of hardness along ~ 2°[

a Jominy bar

3
o

Grossman chart
used to determing
the hardenability

of a steel bar

— —.C-54 (50% Matensite)
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/Pearlite
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o
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&) Estimation of Hardenability from chemical compositi ~ on

O Although the ideal critical diameter is generally determined experiallgntit is also
possible to estimate it from chemical composition and the grain size df stee

O This method is based on the fact that the hardening of steel is controlledlbaby the
carbon content.

L Every steel has a base hardenability which depends only on carbon content ansizga
Alloying additions change the rate of reaction.

0.40

O Furthermore, the effect of each alloying elemgnt o8l

Is independent of other alloying elements. The
effect is alsc independer of carbor conten anc
grain size.

O Figure gives base hardenability in terms of ideal
critical diameter. It is clear from the figure that,=
as the carbon content and grain size decreas®s,
the base diameter value also declines.

O The effect of alloying elements in the
hardenability is shown in Figure (b) (next page

L Mo, Mn and Cr are seen to very effective. The gl
base diameter obtained from Figure (@)|iS gl 1 1 1 1 1 1 1 |
multiplied by the multiplying factors F for eagh o 0 g;ﬂm ,_ftiﬂ 080 109
of the alloying elements given in figure (b)

p—
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Estimation of Hardenabllity from chemical compositi on

D, = D.(basediameadr) xF,, xF., XF

O For example, for a steel of grain size ASTM 8, with 0.5% carbon, 0.6% Mn, 1%nd
2%Ni, D, = 0.22 (From figure ax 3.00 (Mn factor from figure b} 3.17 (Cr factor from
figure b)x 1.77 (Ni factor from figure b) = 3.70 inches

U Sulphur and phosphorous are present in low concentrations in steel as impurity] Their
combined effect can be ignored in most of the cases. Multiplying factorsuighur and
phosphorus are unity

NEWAR 1
o o)

3.00 /
g / /
2T SV
;E 2.20 / //‘ //
= 1.80 / '/

1.40 A —

il
1.00

0.80 1.60 2.40 3.20 3.60
Alloying element, wt.%

Multiplying factor F as a function of weight % farset of alloying elements
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Significance of Hardenabllity Multiplying factor

The Hardenability Multiplying Factor shows the rate at which the hardeninghdes
increased with the percentage of the aIIO)Ei)ng element
I

I
The ideal diameter, ) is calculated from: =D

Where 0. is the basid, factor for carbon and fx is the multiplying factor for the alloyi
element x.

Critical X I:Mn X |:Cr X |:Ni X |:Si X I:Mo

Carbon grain size Alloying factor, fX

% No. 6 No. 7 No.8 Mn Si Ni Cr Mo
0.05 0.0814 0.0750 0.0697 1.167 1.035 1.018 1.1080 1.15
0.10  0.1153 0.1065 0.0995 1.333 1.070 1.036 1.2160 1.30
0.15 0.1413 0.1315 0.1212 1.500 1.105 1.055 1.3240 1.45
0.20 0.1623 0.1509 0.1400 1.667 1.140 1.073 1.4320 1.60
0.25  0.1820 0.1678 0.1560 1.833 1.175 1.091 1.5400 1.75
0.30 0.1991 0.1849 0.1700 2.000 1.210 1.109 1.6480 1.90
0.35  0.2154 0.2000 0.1842 2.167 1.245 1.128 1.7560 2.05
0.40 02300 0.2130 0.1976 2.333 1.280 1.246 1.8640 2.20
0.45  0.2440 0.2259 0.2090 2.500 1.315 1.164 1.9720 2.35
0.50 0.2580 0.2380 0.2200 2.667 1.350 1.182 2.0800 2.50
0.55  0.2730 0.2510 0.2310 2.833 1.385 1.201 2.1880 2.65
0.60 0284  0.262 0.2410 3.000 1.420 1.219 2.2960 2.80
0.65 0295 0.273 0.2551 3.167 1.455 1.237 2.4040 2.95
0.70 0.306 0.283 0.260 3.333 1.490 1.255 2.5120 3.10
0.75 0316  0.293 0.270 3.500 1.525 1.273 2.6200 3.25
0.80 0326  0.303 0.278 3.667 1.560 1.291 2.7280 3.40
0.85 0336 0.312 0.287 3.833 1.595 1.309 2.8360 3.55
0.90 0346 0.321 0.296 4.000 1.630 1.321 2.9440 3.70
0.95 - - - 4.167 1.665 1.345 3.0520 -

1.00 - - - 4.333 1.700 1.364 3.1600 -
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Fracture Test

There is a contrast in the nature of fracture undergone by martensitic andipeagiions.

Whereas martensite formed on the case exhibits brittle fracture, thitgpéarmed in the
core undergoes ductile fracture.

Where there is changeover from martensitic to pearlitic structuree tisecorresponding
sharp change from brittle to ductile fracture.

It is similar to a sudden change in hardness or microstructure as one passesdrtensitig
to pearlite region.

This region of sudden change is the one that contains 50% pearlite and 50% martens

The metho( base on the nature of fracturec surfact is successft wher the transformatio
processes is quick and a sharp boundary is formed.

When the transformation is sluggish, the method cannot be applied since thengrag

te.

hardness is gradual, and it is not possible to get a clear demarcating boundary.
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Hardenability Band

U The industrial products of steels may Skt O (VS
change composition and average grain $i:  4s 30512556 33 163 10 7 51 15 Fls
from batch to batch, therefore, the 27031170710 3]1 1|8 1 ? Isis I 3i9 I 2j81 N
measured hardenability of a given type|c
steel should be presented as a band rgtt
than a single line, as demonstrated by [tF
Figure at right

O Hardenability data now exists for a widle
range of steels in the form of maximum
anc minimun enc-quencl hardenabilit
curves, usually referred to as hardenabil
bands.

 This data is, available for very many pf
the steels listed in specifications such|a 0
those of the American Society of
Automotive  Engineers (SAE), the
American Iron and Steel Institute (AIS|) S
and the British Standards.

60

Hardness, HRC

t

|
1
4
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Factors effecting Hardenability

O Slowing the phase transformation of austenite to ferrite and pearbe increases thi
hardenability of steels.

O The most important variables which influence hardenability are
» Quenching conditions
» Austenitic grain size
» Carbon content
» Alloying elements

Quenching Conditior

U The fluid used for quenching the heated alloy effects the hardenability.
O Each fluid has its own thermal properties like..

v" Thermal conductivity

v Specific heat

v Heat of vaporization
 These cause rate of cooling differences

L Ideal quenchant : It is one which brings down the surface temperature to roomrétunp
instantaneously and keeps it at that temperature thereafter.

S
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Factors effecting Hardenability

Austenitic grain size
0.38

J This means that the sites for the nucleation
ferrite and pearlite are being reduced
number, with the result that the

o
w
o

A The hardenability increases with increas|t / f/
austenite grain size, because the gr: / /|

. : , 034 Va

boundary area which act as nucleating sit¢ ' /( /
decreasing. 032 //

o
o
@

)
Ideal Diameter D,, inches

transformation are slowec down anc the 026

hardenabillity is therefore increased. 0.24

O The morey-grain boundary surface the easji 0.2

it is for pearlite to form rather thar .
martensite

Smallery-grain size— lower hardenability o1

0.16

[ Largery-grain size— higher hardenability :
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Factors effecting Hardenability

Percentage of carbo

 Carbon is primarily a hardening agent in steel.
O It also increases hardenability by slowing the formation of pearlite amidefer

 But its use at higher levels is limited, because of the lack of toughness whialsres
greater difficulties in fabrication and, most important, increased pmbtyaof distortion
and cracking during heat treatment and welding.

Cooling rate at 700°C (1300°F)
490 305125 56 33 16.3 10 7 5.1 3.5 °Fis

270 {170 70 31 18 9 56 39 28 2 i
i ] T T LT |

60 |— =

8660

(0.6 wt% C)
50 |—

40—\ 8640
(0.4 wt% C)

Hardness, HRC

30— 8630

(0.3 wi% C)

8620 .

(0.2 wt% C) ™.
a 10 20 30 40 50 mm
M I 1 | I |
1 1 3 1 1 3 ;
0 il 3 Z 1 1 ry 1 5 1 3 2in. 481
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Factors effecting Hardenability

Effect of alloying elements

d

a

Most metallic alloying elements slow down the ferrite and pearligectiens, and so also

increase hardenability. However, quantitative assessment of theses &ffaeeded.
Chromium, Molybdenum, Manganese, Silicon, Nickel and Vanadium all effhet

hardenability of steels in this manner. Chromium, Molybdenum and Manganese bethg us

most often.
Boron can be an effective alloy for improving hardenability at levels as [0W@35%.

Boron has a particularly large effect when it's added to fully deoxidizeddavibon steel
ever in concentratior of the ordel of 0.001%, anc would be more widely usec if its
distribution in steel could be more easily controlled.

The most economical way of increasing the hardenability of plain carbohistedncrease

the manganese content, from 0.60 wt% to 1.40 wt%, giving a substantial improvem

hardenability.
Chromium and molybdenum are also very effective, and amongst the cheapenca
additions per unit of increased hardenability.
Hardenability of a steel increases with addition of alloying elemamth ss Cr, V, Mo, Ni,
W - TTT diagram moves to the right.

llo
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Factors effecting Hardenability

A

Cr, Mo, W, Ni

2

temperature

v

time

Exceptions

O S -reduces hardenability because of formation of MnSand takes Mn out of solution ag

O Ti - reduces hardenability because it reacts with C to form TiC and t@kmst of solution;
TiC is very stable and does not easily dissolve

O Co - reduces hardenability because it increases the rate of nucleation and gfpearlite

5 MNS
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Factors effecting Hardenability

o Cpling raterat-700°, (1900%) 3 All steels have 0.4wt% C, but with

305125 56 33 16.3 10 7 5.1 3.5 °Ffs . . .
different alloying elements. (in the

270 170 70 31 18 g 56 39 28 2 °Cls i

Sy I )y B B e figure shown)

100

i O At the quenched end all alloys haye

the same hardness, which is| a

function of carbon content only.

U The hardenability of the 1040 is low
because the hardness of the alloy
drops rapidly with Jominy distanc..
The drop of hardness with Jominy

_ distance for the other alloys is mofe

140 e gradual.

20 5 IID “““E'D 3'0 4',3 g d The alloying elements delay the
austenite-pearlite and/or bainite
reactions, which permits more
martensite to form for a particular

cooling rate, yielding a greater
Hardness at center of a 3 inch bar is hardness.

different for different steels indicating
different amounts of martensite at the
center 484

RS
TN

4340 =< 80

Percent martensite

40

Hardness, HRC

20—

5140

|
1 13 13 1% 2in.

Blw —

|
1
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Distance from quenched end




Effect of boron on Hardenability

a

coopoo O

U

Boron is added to steel for only one reason-to increase hardenability. Boateelrsteels

have certain peculiar characteristics

Boron increases hardenability in hypoeutectoid steel, has no effeaitenteid steel, any
decreases hardenability in hypereutectoid stee.

As the austenite grain site becomes finer, the hardenability effect of Bases.
Austenitizing at high temperature reduces the hardneability effect of B.

For the maximum B effect, the concentration should be in the range 0.0005 to 0.003 v
Increasing hardenability by adding B does not decrease tlterihperature.

Thest arise becaus of the manne in which B produce its effect anc the interaction of B
with other elements in steel.

To be effective, B must be in solid solution in austenite. The solubilit af austenite is

very low, for example, the solubility at 912°C is about 0.001 wt% , increasing
temperature to a maximum value of about 0.005 wt% at the eutectic.

In a-iron, the solubility is essentially zero, but is influenced by the impsifpresent,

Because of its low solubility in austenite, B can be highly concentrated in gaindaries.

When a boron steel is cooled from the hardening temperature the solubility of bo
reduced, which results in a still greater concentration of B at the grain boesdari

Minute grains of boron carbide F£BC), are formed there and to some extent they ass
an orientation coherent with one of the two austenite grains between therh sdparats
out. 485

t1%0.
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Effect of boron on Hardenability

Atomic contact is thereby established between,B£), and austenite, resulting in |a
reduction in the surface tension and grain-boundary energy.

The presence of boron in solid solution and coherent boron carbide in the grain bosndarie

delays the formation of ferrite and pearlite and also to some extentjtdyaimence

increasing the hardenability of the steel

The effect of B may be expressed guantitatively as the boron factor, whichnattbef the
ideal diameters, P(according to Grossmann) for the steel with and without boron

"D with' B
" D,without B'

D, (with boron) is derived from the Jominy eng-
quench hardenability curve;;Bwithout boron) is
calculated from the chemical composition of the
steel.

The optimum B content, near 0.002 wt%, for
increasing hardenability in 0.2% C, 0.65% Mn,
0.55% Mo (wt%) steel is shown in Fig. 15. Boron
contents above about 0.003 wt% lead to a los
hardenability, and B in excess of about 0.004 wt¥
causes a loss in toughness through precipitation
Fe,B in austenite grain boundaries.

3.0

r
Q

BORON FACTOR
L

Q

%

002 004 006 008 0107500
BORON, percent



Questions?

o1

Define hardenability? What is the common criterion of hardenability eélst and why
Enumerate five factors effecting the hardenability of the steel.

What is the effect of the presence of a carbide forming elements (on theradmtity of
steel) that is not dissolved in austenite prior to hardening processeshdwdio the
nonmetallic inclusions effects the hardenability of steel?

Calculate the hardenability (Jpof steel composition:

C=0.4%,Mn=0.7,P=0.04,S=0.04, Si=0.3, Ni= 1.8, Cr = 0.8, Mo = 0.25, and A
grain size = 8, what could be critical diameterJ0On water and oil. What severity ¢
guencl would be requirecto fully hardeithe bai of 3" in diameter

Differentiate between hardness and hardenability
Define and explain the term severity of quench. Explain the its impact on hardgnabil

Discuss how hardenability is affected by: (i) austenitic grain sigecérbon content (iii)
presence of alloying elements

Distinguish between

a) Pearlitic hardenability and bainitic hardenability
b) Core and case hardenability

A4

5TM
)f

c) Shallow hardening and deep hadening steels
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Questions?

8. Discuss the effect of boron on hardenability
a) “Boronis added in steels to increase the hardenability” comment
b) What is the effect austenitising temperature, increased carbon, on boronédaitidg

9. Which elements are commonly used to increase hardenability of thaeatéatl what are

the disadvantages of steels of high hardenability?
10.What are the various methods of determining hardenability?

14
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Iron — Graphite Phase Diagram

The true equilibrium diagram for iron and carbon is generally consideredbaggmphite
phase diagrartnext slide).

Earlier we learn about iron-iron carbide phase diagram and it is not a truabegu
diagram, generally it is called metastable iron - iron carbide phase diagra

Cementite (F¢C) is a metastable compound, and under some circumstances it can bg
to dissociate or decompose to form ferrite and graphite, according to thereact

Fe,C - 3Fe+C

For explair of cas irons we will refers to botr Iron-Iron carbide phas: diagran anc Iron-
Graphite phase diagram.

Earlier we are studied steel microstructures from Iron-Cementiteeptiagram. Same &
earlier now we will learn the characteristic features of CAST NRBBOwith the help of Iron-
Graphite phase diagram.

Cast irons are a class of ferrous alloys with carbon contents above 2.14 nvi$@dtice,
however, most cast irons contain between 3.0 and 4.5 wt% C and, in addition, lbdligrga
elements .

The ductility of cast iron is very low and brittle, it cannot be rolled, drawn, orked at
room temperature. However they melt readily and can be cast into coneplichape;
which are usually machined to final dimensions. Since casting is the onbbseiproces:
applied to these alloys, they are known as cast irons. 490
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Classification of cast irons

White CI

Grey CI Malleabilize

CAST IRON¢S

Ductile/Nodular CI <:Lf8tress concentratio}

at flake tips avoided

Malleable CI

Compacted Graphite ClI

Alloy CI

Good castability=> C > 2.4%
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Cast Irons Alloying System

a

a

Most common alloying element of Cast Irons is Silicon for various reasohghwnclude
the manipulation of temperatures required to achieve desired microstisicture

For example Increases the stability of solidification of Graphite phadgecreases th
stability of the solidification of F§C. Eutectic and eutectoid temperatures change 1

single values to temperature ranges. Eutectic and eutectoid compositioffe etexda

 Carbon Equivalent (CE): a measure|of | |
the equivalency of Carbon coupled | °f§ S
with other alloying elements to thatof , | “=-<-. | | —""
just Carbor. An easie basi: for AR
classifying the properties of a muliti
alloy material. o= ;;y
CE = %C + 1/3%Si = 4.3 \\ --ﬁfh};e ié?n;o”s
O (hypoeutectic) < CE = 43 « =0 PH-T'_T“- ;;;;;; D
(hypereutectic), with the addition Tz~ I
phosphorus CE = %C + 1/3(%P |+ 10—+ % C+ 1/6% Si=20 |
%Si) =7 ] steets
o . Yoo .
(9] 1.0 2.0 3.0

Silicon content, 9
493
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Solidification of phases in cast irons

O O

Graphite structure is a factored crystal bounded by low index planes.

Growth occurs along (1010 & (0001 planes (direction A & C). Unstable growth octurs
along direction A, giving the Graphite microstructure rough, poorly defined, ®dge
certain areas.

)

When grown from the solidification of liquid Iron Carbon alloys, Graphiteegkn a laye
structure. Among each layer covalent chemical bonds with strengthsdaet@d 9x 10° to
5x 1 J/mol.) exist. Between layers weaker bonds exist on the order of ¥4109— 8.37
x 10%)J/mol.

The structur« of the Graphite depend on the chemica composition the ratic of temperatur
gradient to growth rate, and the cooling rate. Such structures are:

{0007}

i = - . “t ¥ .
.I

Prism ||| i ¥
i 5 S

[ooo1) = &
Bazal plana I
|

£ = 0.5 nm
[1070] = [1070] = A

= [1010] = A (1070

face

(o173

(010

a = 0,246 nm

Crystalline structure of graphite, A and C possible growth directions™®*



3 Nucleation of Flake and Spheroidal Graphite

L Such structures ar@) Flake or Plate Graphitgp) Compacted vermicular graphité;)

Coral Graphite(d) Spheroidal Graphite.

..

C
::; — ‘ T_; & e Section a-a
1]

el (d)

O A wide variety of compounds and certain metals have been claimed to sereghas

inoculant: or nucle for Flake Graphit¢ growtr. (Silicon dioxide silicates sulfides boror
nitride, carbides, sodium, potassium, calcium, etc..!)

Two methods of growth i S A ]

possible. The nucleation of Flake Mﬁ”’”ﬁ;f.‘sg.

Graphite Iron occurs mainly on </ "........

silicon dioxide particles. Anothgr </ ..:...“ ‘

one, Salt like carbides containing [/, 3384 Q@%...” X
the ion Carbon are used as* "‘"9*“""“'-‘ t T
inoculants. Such carbides inclufe . ‘ AN ] 1

NaHC, & KHC, from Group |, ! NN

CaC, SrC, BaC, from group Il, we | : [\« 391 AN

and YG, & LaC, from group lll.

Epitaxial growth of graphite on CagCcrystal



Cooling Curve Analysis

O The

solidification of a sample s
represented mathematically by the Lo T 2370
relationship dQ
aT =VieC, dT/dt 1240 | { 2265
Where V is the volume of the samplejs | ~ | u

the density, € is the heat capacity, ardg
dT/dt is the cooling rate of the liquid.?

dT/dt is the slope of the cooling cun
before solidificatior begin:.

When the liquid cools below the liquidus o0 ‘-— | — _.} —
temperature, crystals nucleate and begin to

grow. The rate is thus re-expressed as

% = (VoC, + pAH df /dt)dT /dt

.~

Teﬂg?n:r'd

1180 -

—_—

R
LiJdd

TE\‘L:IUL;!IC

1120 | 1 2050

femperature,

1000

80 120
Time, s

0

&

Cooling curve for an Iron-carbon alloy with

WhereAH is the heat of solidification and 3.29%C. The solidification starts with a primary

df/dt is the volume fraction of solid formegd precipitation of austenite,

at a changing temperature

followed by a
eutectic temperature
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White Cast Iron

4 Inwhich all the C is in the combined form asJe(Cementite)

L The typical microstructure of white cast irdsee next slide)consisting of dendrites af
transformed austenite (pearlite) in a white interdendritic network ofecdie.

Microstructure— Pearlite + Ledeburite + Cementite

O White cast iron contains a relatively large amount of cementite as a contipuous
interdendritic network, it makes the cast iron hard and wear-resistarexm@mely brittle
and difficult to machine.

O ‘completely white’ cast irons are limited in engineering applicationgabise of this
brittlenes anc lack of machinabilit. mainly usecin liners for cemen mixers ball mills anc
extrusion nozzles.

O A large tonnage of white cast iron is used as a starting material for the ncéuméia of
malleable cast iron.

O Hardness : 375 to 600 BHN, Tensile strength : 135-480 Mpa, Compressive str&B§th-
1725 Mpa

O White cast irons fall into three major grougsickel Chromium White Irons : containing
3-5%Ni, 1-4%Cr. Identified by the name Ni-Hard iron. Tleeromium-molybdenum
irons (high chromium irons): 11-23%Cr, 3%Mo, and sometimes additionally alloyddl |wi
Ni or Cu. 25-28%Cr White Irons: contain other alloying additions of Molybdenum andjor
Nickel up to 1.5% 497




White Cast Iron

O Typical white cast iron contains 2.5-3.5% C, 0.4-1.5% Si, 0.4-0.6% Mn, 0.1-0.4% %%
S, and balance Fe.

O During solidification, high internal stresses may be developed due to vargolqng rates
across the cross section . These stresses can be relieved by hehttagcast iron to aboy

g
.

500-550C

7] 't.':..".u;"-.:_'-'-f. R .-'_ n - -
N &Pearlite

~
s’ S
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Grey Cast Iron

 Gray cast iron is obtained by cooling the molten metal slowly during solatiba. A
typical gray cast iron contains 2.5-3.5% C, 1.4-2.8% Si, 0.5-0.8% Mn, 0.1-0.98607,
0.06-0.12% S.

O Fractured surface of gray cast iron appears grey because of the presengghitegHence
the alloy is termed gray cast iron.

 In the manufacture of gray cast iron the tendency of cementite to sepa@tgaphite anc
austenite or ferrite is favored by controlling alloy additions and cooling rates.

 These alloys solidify by first forming primary austenite. The adiappearance of combingd
carbon is in the cementite resulting from the eutectic reaction. With peapsdrol of carbon
content, temperature and the proper amount of graphitizing elements notably ,silicon
magnesium cerium and, alloy will follow the stable iron — graphite equilibrium diagr

 For most of these cast irons, the graphite exists in the form of flakes (sitmitarn flakes),
which are normally surrounded by arferrite or pearlite matrix.

 Mechanically, gray iron is comparatively weak and brittle in tensioa asnsequence of ifs
microstructure; the tips of graphite flakes are sharp and pointed, and may seyumts of
stress concentration when an external tensile stress is applretg®t and ductility arg
much higher under compressive loads.

 Gray irons are very effective in damping vibrational energy. Base strestfor machines
and heavy equipment that are exposed to vibrations are frequently condtafctais
material. In addition, gray irons exhibit a high resistance to weatr.

L=4

U
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Grey Cast Iron

O Furthermore, in the molten state they have a high fluidity at casting textyse, which

a

d

permits casting pieces having intricate shapes; also, casting shrinkage is |

Finally, and perhaps most important, gray cast irons are among the least erpehail

metallic materials.

Gray irons having different type of microstructures, it may be generateadjustment of

composition and/or by using an appropriate heat treatment.

For example, lowering the silicon content or increasing the cooling rate prevent the
complete dissociation of cementite to form graphite. Under these circunastaihe

microstructure consists of graphite flakes embedded in a pearlite matrix.

Tensile strength of gray cast iron varies from 100 Mpa to 340 Mpa

(Comparison of the relative
vibrational damping capacities
of (a) steel and (b) gray cast

\iron )

Vibrational amplitude

b

Time ——=

LT
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Grey Cast Iron

[J [2.4% (for good castability), 3.8 (for OK mechanical propeties)]
< 1.25% - Inhibits graphitization
/ < 0.1% - retards graphitizatiorr; size of Graphite flakes

/’/\ — A TS 2T
0 FelCSi+ (M P, S)
- Invariant lines become invariant regions in phassgdan

a siT (1.2,3.5)- C s::G_[Qp_h'rte flakes in microstructure (Ferritermat

\ \‘{ t volume during solidification> better castability

Most of the ‘P’ combines with the iron to form iron phosphide{P).This iron
phosphide forms a ternary eutectic known séasadite,contains cementite and

austenite @t room temperature pearlite).

L - y+(Fe,C) - a+FgC+( Fe(Q

V - V -
Ledeburite Pearlite

~

SI 1 :>Ceutectg'@11



Grey Cast Iron

-
- \\
\\
~

-
-
-

ok TOR LT S

Pearlite matrix
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Grey Cast Iron : Heat treatment

The heat treatment given to grey cast iron may be classified is
 Stress relieving
O Annealing
v" Ferritizing annealing
v Full annealing
v Graphitizing annealing
O Normalizing
 Hardening and Tempering

Stress Relievir

L The purpose of stress relieving in grey cast iron is to relieve residiedssts introduced
during solidification, due to different cooling rates prevalent at various secfioastings.

 Residual stresses adversely affect strength and cause distrotion andverayesult in
cracking in some cases.

d The temperature of stress relieving is kept much below #®mperature. For maximum
stress relief without changing the microstructure, a temperature rangbam38 is
recommended.

U In this temperature range, about 80% of the residual stresses are removéaolditiy time
of about one hour. When held at 59 more than 85% of the stresses can be removed

[mlfate]
JUO




Grey Cast Iron : Heat treatment

a

d

The purpose of annealing is to soften the grey cast iron and to improve its madahyriab
minimizing or eliminating massive eutectic carbides.

Three types of annealing treatment are given to grey cast iron : fergtannealing, ful
annealing, and graphitizing annealing.

FERRITIZING ANNEALING : To improve machinability in unalloyed or low alloy grey
cast iron of normal composition, ferritizing annealing treatment is chod.
In this treatment, pearlitic carbide transforms to ferritic nxaéind graphite. Ferritic matrix
is sofl. Above 59C°C, the rate of decompositio of iron carbide¢ to ferrite anc graphite
increases significantly, and at 7&@Dthe rate of decomposition is maximum.

Therefore for most gray cast irons, the ferritizing annealing tempe&rasukept between
700°C and 760C, and the recommended holding time is 1 hour per 25 mm of section.
Normally, After ferritizing annealing, the annealed specimens aréedoat a rate varying
from 100 C/hour to 300C/hour.
FULL ANNEALING : If alloy content is high in grey cast iron, then it is difficult {o
decompose iron carbide into ferrite and graphite at@0
Therefore, under such conditions, full annealing treatment is adopted. Fdraaiment,

casting is heated to a suitable temperature betweetC780d 900C and held about 1 hour.
Then it is cooled slowly between 790 and 680C.

U4



Grey Cast Iron : Heat treatment

a

d

a

GRAPHITIZING ANNEALING : The purpose of graphitizing annealing is to cony
massive iron carbide into pearlite and graphite. The treatment is canrtet 900-95%C.

At this temperature, massive carbide dissolves in austenite which dat@mposes t
pearlite and graphite on cooling.

ert

D

Above 925C, FgP may also melt. Holding time varies from 15 minutes to several hour

S.

Normalizing

a

d

a

The purpost of normalizin¢ treatmer for grey cas is to improve mechanice propertie
such as hardness and tensile strength.

This treatment also helps restore as cast properties which have beefedchdagh other
heating processes such as graphitizing or pre-heat and post-heat treatmddedfjoiats.

Normalizing temperature is kept above transformation range, i.e., 88%:9Rwlding time
recommended for gray cast iron at normalizing temperature is about 1 hour per 25
maximum thickness.

Heating temperature significantly affects the mechanical propemrigs, hardness an
tensile strength as also the microstructure.

Alloying elements such as Cr, Mo, and Ni enhance the strengthening due to nongralizi

mm of
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Grey Cast Iron : Heat treatment

Hardening and Temperin

a

d

The purpose of hardening and tempering in grey iron is to improve its strength amg
resistance. After this treatment, the wear resistance of peaytey cast iron increases fo
to five times.

Ordinarily, grey iron is furnace or salt bath hardened from a temperaturdaft 8860-

870°C. The transformation range can extend by more tha%thove the Actemperature|

Approximately Ag temperature of unalloyed grey iron is related to silicon and Manga

content by the relation
Ac, (°C) = 730 + 28.0 (%Si) — 25.0 (%Mn)

Tempering treatment increases the toughness and relieves interisgkestighich may b
developed during quenching. Due to tempering hardness decreases.

To achieve maximum toughness in grey iron, tempering temperature of abot® 3%
recommended. After tempering at this temperature, the matrix retaiasdadss level o
472 BHN.

Increase in wear resistance in grey cast iron is achieved by productngctuse consisting
of graphite embedded in a martensitic matrix through heat treatment.

Flame or induction hardening of grey iron is not so common as furnace hardening he
for adopting the first two methods, a relatively large content of combindabeoas requirec
since very little time is available for carbon to dissolve in austenit@ews often used as
guenchant with flame or induction hardening where only the outer case is hardeped.

| wea
Ir

nese

S
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Ductile Cast Iron : Spheroidal Graphite (SG) iron

U 0O 0 O

O U

O U

Ductile cast iron also called as Nodular cast iron, and Spherulitic icast |
Graphite nodules instead of flakés 2D section)
Mg (0.03-0.06)%, Ce, Céor other spheroidizing) elements are added

The elements added to promote spheroidization react with the solute in tiek tihgform
heterogeneous nucleation sites

The alloying elements are injected into mould before pouring

It is thought that by the modification of the interfacial energy the ‘c’ andg@owth
directior are made¢ comparabl leadin¢ to spheroide graphite morpholog

The graphite phase usually nucleates in the liquid pocket created by the proetecti

As compared to flaky graphite in grey cast iron, spheroidal graphite does radewdhe
matrix considerably. For this reason the mechanical properties of SG ieosugerior tg
gray iron.

SG iron has tensile strength of 400-700 Mpa, Yield strength 270-390 Mpa, and{zage
of elongation 10-20.

Approx. chemical composition of SG iron is 3.0-3.6%C, 2.0-2.5%Si, 0.6%Mn, D& P,
0.04 max S, and balance Fe.
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&3 Spheroidal Graphite (SG) iron : Heat treatment

O The normalizing, hardening, and austempering heat treatment, which involve
Austenitisation, followed by controlled cooling or isothermal reactmma combination of
the two, can produce a variety of microstructures and greatly extend the lonitthe
mechanical properties of ductile cast iron.

L These microstructures can be separated into two broad classes

» Those in which the major iron-bearing matrix phase is the thermodynagnstalble
body-centered cubic (ferrite) structure.

» Those with a matrix phase that is a meta-stable face-centered culsteride)
structur.. The formel are usually generate by the annealingc normalizing normalizing
and tempering, or quenching and tempering processes.

L The latter are generated by austempering, an isothermal reaction n@sesting in g
product called austempered ductile iron (ADI).

[ Other heat treatments in common industrial use include stress-reliedlamgnand selective
surface heat treatment. Stress-relief annealing does not involve magoo-structural
transformations, whereas selective surface treatment (such asdlanmduction surface
hardening) does involve microstructural transformations, but only in selectvesitrolled
parts of the casting

\U
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| Spheroidal Graphite (SG) iron : Heat treatment

O Stress Relieving: 540 - 595°C reducef
2Nt

warping and distortion during subsequ
machining.

Annealing: Full feritizing Annealing used t(

remove carbides and stabilized Pearlite, he%.

U

1600

0

S 1500

{40[}

to 900°C, holding long enough to dissolye "

carbides, then cooling at a rate of 85°C/h

t@ 1200

705°C, and still air cooling to room g i
temperature. Also improves low temperature yy

fracture resistanc bul reduce fatigue
strength.

Normalizing, Quenching, And Temperin
heated to 900°C, held for 3 hours (allowi
1h/25mm or 1h/in of cross section to rea
that temperature). The air blasted or
quenched. Followed by tempering betwe
540 - 675°C. Used to achieve grade 100-
03. Hardness’s as high as 255HB, incre

short time fatigue strength, decreases fatig

life. Increases tensile and yield strengths

14
12

0 o S ©
= Fi¥R3gation, %
o N e O o E;:

ren
7N

the expense of ductility.

Austempering temperature, °F
536 572 608 640 680 716 752

428 464 500

heN

N

|
|

232

218

203

N

189

174

Tensile strength, ksi

160

145

o

~

220 240 260 280 300 320 340 360 380 400
Austempering temperature, °C

- Relationship
temperature and the strength and ductility
of a 1.5Ni-03.Mo alloyed ductile iron.
Austenitizing temperature was 9005C.

between

austempering



Spheroidal Graphite (SG) iron : Heat treatment

AUSTEMPERING: Used to achieve Austempered Ductile Iron, requires two stages. Stage

1: heating to and holding at 900°C. Stage 2: quenching and isothermally holding
required austempering temperature, usually in a salt bath. austempenmgratures
shown in figure below.

SURFACE HARDENING: SG iron are also flame or induction hardened. Pearlite typ
SG irons are preferred for flame or induction hardening as time required faratignhg is
comparatively small. in the case pearlitic SG iron, tempering isedhout at 595-650C for
1 hour plus 1 hour per 25 mm of section thickness to remove virtually all internalssty
before going in for flame or induction hardening.

The possible applications of S.G Iron are very wide. The use of S.G Iron is sadgelsere
improved properties are dictate a replacement of other material or wheevséhof S.G Iror,
will permit an improvement in the design.

Some popular uses of S.G Iron for various engineering application are for —Supportth
for agricultural tractor, Tractor life arm, Check beam for liftin@dk, Mine cage guid
brackets, Gear wheel and pinion blanks and brake drum, Machines worm syaeheEl,
Thrust bearing, Frame for high speed diesel engine, Four throw crankshatft, etc.,

JJ

at the

e of

e

racke

D

-
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Spheroidal Graphite (SG) iron : Nodular cast iron

Ferrite(White)

Graphite(black)

Bull's Eye R

Ferrite

Pearlite(grey)
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Malleable Cast Iron

White Cast Iron0] [] 3PS 11 Malleable Cast Ir

InCrease

L As we discussed earlier that cementite is actually a metastable.phasre is a tendengy
for cementite to decompose into iron and carbon. This tendency to form freencarthe
basis for the manufacture of malleable cast iron.

[ The reaction ofFe,C == 3Fe + Cis favored by elevated temperatures, the existence of solid
nonmetallic impurities, higher carbon contents, and the presence of eletnangsd the
decomposition of F£.

U

Categorize into 3 categorie: Ferritic, Pearlitic anc Martensitic Malleable Cas Iron.

U

ferritic malleable Irons require a two stage annealing cycle. :firsbnverts primary
carbides to temper Carbon.

A4

L Second: converts Carbon dissolved in Austenite at the first-stage anniaipgrature tc
temper Carbon and Ferrite. Consists of temper Carbon in a matrix otd-efiontain g
slight amount of controlled Iron.

O Pearlitic :1st stage identical to that of Ferrite. Casting is slovagled to approx 870°C.
When the combined Carbon content of the Austenite is reduced to about .75% the gastings
are air cooled. Usually air blasted to avoid the formation of ferrite arahedtemper
Carbon particles. Then, the castings are tempered to specified time.
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Malleable Cast Iron

* (940-960j)C (Above eutectoid temperature)
» Competed when all Cementite Graphite

4

A: Low T structure (Ferrite + Pearlite + Marten}ite (y + Cementite)

B: Graphite nucleation gtCementite interface
(rate of nucleation increased by C, Si)
(Si v solubllity of C iny= 7 driving force
for growth of Graphite)

Y

A 4

C: Cementite dissolves C joining growing Graphite plate

\L~4

S

Spacing between Cementite and Graphite
/ spacing= / time (obtained by faster cooling of liquid)

Time for Addition of Alloying elements
Graphitization — which increase the nucleation rate of Graphite temper nodules
in Stage |
Sit =>tl!
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Malleable Cast Iron

 (720-730jC (Below eutectoid temperature)
 After complete graphitization in Stage-l Further Graphitization

Stage Il

O

Slow cool to the lower temperature such thaloes not form Cementite

C diffuses through to Graphite temper nodules
(calledFerritizing Annea)

 Full Anneal in Ferrite + Graphite two phase region

O

1 Partial Anneal(Insufficient time in Stage |l Graphitizatic
y — Ferrite is partial and the remainiggransforms to Pearlite
=Y - Pearlite + Ferrite + Graphite

- If quench after Stagek y — Martensite(+ Retained Austenite(RA))
(Graphite temper nodules are present in a matrikaftensite and RA)

Fe,C (WCI) O ptage heatﬁeapem Graphite Temper Nodules (Malde Iron)

y
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Malleable Cast Iron

Peatrlitic Matrix | Ferrite(White)

Graphite(black)

Pearlite(grey)

Partially Malleabilized Iron
= Incomplete Ferritizing Anneal

Ferrite(White)

Graphite(black)

10pum
Fully Malleabilized Iron
— Complete Ferritizing Anneal



Compacted graphite Cast Iron

L Arelatively recent addition to the family of cast ironscismpacted graphite (CGl).

O Micro structurally, the graphite in CGI alloys has a worm-like (or vexumar) shape; a
typical CGI microstructure. In a sense, this microstructure is méehiate between that of
gray iron and ductile iron and, in fact, some of the graphite (less than 20%) mag|be

nodules.
. . L .- v ¥
O The chemistries of CGls are more comp e.,_‘_\.f“ Sy, e \
than for the other cast iron types; compositio~ p ~ :J‘ o S \
of Mg, Ce and other additives must am ¥ . B . "\
controllec sc as to product a microstructur (Vermicular shape s / 2

L]

that consists of the worm-like graphit_ a\ « .3 " dFerritié Matrix
particles, while at the same time limiting th \ - "\ .
degree of graphite nodularity, and preventjig ?) . -}?
the formation of graphite flakes. Furthermoy £ t. ~
depending on heat treatment, the matrix phe 4Graphite Noaal_els
< e, =
& :

will be pearlite and/or ferrite.

0 CGI are now being used in a number
important applications — these include: dief
engine blocks, exhaust manifolds, geart
housings, brake discs for high speed trains
flywheels. '




Alloy Cast Iron

d Cr, Mn, Si, Ni, Al
1t the range of microstructures

 Beneficial effect on many properties
» 1 high temperature oxidation resistance
» 1 corrosion resistance in acidic environments
» 1 wear/abaration resistance

Graphite free

Alloy Cast Irons

Graphite bearing

-4

518



Chromium addition (12 -35 wt %)

= Excellent resistance to oxidation at high tempeestu
= High Cr Cast Irons are of 3 types:
 12-28 % Cr» matrix of Martensite + dispersed carbide

d 2934 % Cr» matrix of Ferrite + dispersion of alloy Tarhides
[(CriFeyCe, (CrEe)C] e

N

0 15-30 % Cr + 10-15 % N# sfépley+ carbides [(Cr,Fg)C,, (Cr,Fe)C,]
Ni stabilizes Austenite structt

- : ' LNy Mal ~ Nk J A

MR | B+ o O NG J;E 8
. l‘: \-'\\p‘}\ \\.!" “"- ‘ N - ‘
PASIC .95% C
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Nickel Hard Cast Iron

 Stabilizes Austenitic structure

O 1 Graphitization(suppresses the formation of carbides)

d (Cr counteracts this tendency of Ni for graphitiza}

O | Carbon content in Eutectic

J Moves nose of TTT diagram to higher timeseasy formation of Martensite

- -

- -
-
~

-~ -
-~ ——

Good abrasion resistance

Needles of Martensite

Transformation sequence

» Crystallization of primary

» Eutectic liquid— y + alloy carbide
» Yy —» Martensite
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Nickel Resist Cast Iron

-
-
__________________________________

Graphite plates ¥, *

Dendrites ofy
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Silicon (Silal) Cast Iron
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Some other types of Cast lrons

Chilled Cast Iron

O Chilled —iron castings are made by casting the molten metairsst a meta
chiller, resulting in a surface of white cast iron. This hambrasion-resistant
white iron surface or case is backed up by a softer gray iromeco

O This case-core structure is obtained by careful control loé toverall alloy
composition and adjustment of the cooling rate.

Mottled Cast Iron

O Solidifying at a rate with extremes between those for ahified gray irons, thu:
exhibiting micro structural and metallurgical charactstics of both

High-Alloy Graphitic Irons

 Produced with microstructures consisting of both flake arwdlule structures.
Mainly utilized for applications requiring a combinatiorf digh strength anc
corrosion resistance.
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S 1
T .
i)
5
b
o
(a1
B 5
=
; . 4
Commercial cast iron range —-| —-— FasC G
¥ Mg/Ca |
e,
.. ot \
Fast cool Moderate Slow cool Moderata Stow cool
P4+FesC P+ Gy e+ G P+ Gy a4+ Gy

\

White \ Pearlitic gray Ferritic gray Pearlitic Farritic
cast ron cast iron cask iron ductile ductile

Reheat: hold at cast iron cast iran

~700°C for 30 + h

N\

Slow coal

a + Gy _ _ \
\ - Graphite flake - G

Graphite nodules - G
Graphite rosettes - G

Paarlitic Ferritic
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Questions?

10. Discuss the influence of the following elements on the structure and prapefteast iron)

Compare the processes of ferritizing annealing and graphitizing annealing
How hardening and tempering is carried out for gray cast irons?

What heat treatment would you recommend for malleable cast iron and why?
What do you undesrstand by malleabilizing of cast irons?

Discuss the heat treatment procedures adopted for S.G. iron castings.

How austempering is achieved in S.G. iron castings? What are the possili=aapps of
austempered S.G. iron?

Assume that a C clamp is to made of cast iron. Select a suitable a typesiren and
explair the reason for the selectio..

On the basis of microstructure, briefly explain why gray iron is brittle ardkvn tension.

Compare gray, malleable, nodular and white cast irons with respect to (g@ostman and
heat treatment, (b) microstructure, and (c) mechanical charaatsristi

(i) Si (ii) Mn (iii) S and (iv) P
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